
Model Evaluation



The challenge: We want to understand how 
and why the atmosphere works.

The problem: The atmosphere is hideously 
complex. 

The solutions: We can observe it in its natural 
state (field observations), we can test 
behavior under controlled situations 
(laboratory studies) or we can develop 
mathematical representations and model it. 



Define the question of 
interest. 

Develop simplified 
mathematical 
representation of 
processes to be 
solved.

Determine metrics and 
diagnostics to evaluate 
model against 
observations with .

Iteratively improve model

Use model to e.g. 
make predictions.



But how do we know if our model is 
right for the right reasons? 

If you Google this question this is, 
apparently, the answer:



But how do we know if our model is 
right for the right reasons? 
We evaluate our model against other models (model 
intercomparisons or beauty contests), reanalyses and 
observations. 

We may want to evaluate lots of aspects of our model 
simulation, but generally we will look at model bias and 
correlation as two key measures (metrics). 

Increasingly, we must also look not only at the model 
predictions but also dig into the processes (process-
based model evaluation).



Model evaluation can mean many 
things. 
Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:

Model calibration – where we identify how to refine 
parameters/inputs into our model through comparison 
of model output with observations/model data.
This can be manual (i.e. one at a time “tuning”) or 
automated (i.e. using stochastic procedures)



Model evaluation can mean many 
things. 
Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:

Model verification – where we quantify the predictive 
capability of our model. Again we compare the model 
and observations but this is different to calibration as 
we will not be using the results of these comparisons to 
modify the model logic/parameters. 

For simple models (and for code) verification may include 
checking the logic of the model. This is increasingly difficult 
for the complex models we use like UKCA. 



Model evaluation can mean many 
things. 
Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:

Model verification – where we quantify the predictive 
capability of our model. Again we compare the model 
and observations but this is different to calibration as 
we will not be using the results of these comparisons to 
modify the model logic/parameters. 

It is vital that the observational data used in model 
verification is distinct from the data used in calibration. NB 
this is not always the case or even possible. 



Model evaluation can mean many 
things. 
Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:

Model validation – all models are wrong, some models 
are useful. Not to get too bogged down by philosophical 
argument but from a technical perspective, a valid model 
is one in which the scientific or conceptual output is 
acceptable for its purpose. 

For those wanting to think more meta: Can you ever 
validate a model?



Model evaluation can mean many 
things. 
Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:

Sensitivity analysis – where the response of the model 
to changes in inputs/parameters is quantified. This 
understanding is important for:
1) The range of suitability of the model 
2) Identifying “key” parameters/inputs 
3) Understanding behavior at critical points 

We will touch on perturbed parameter ensembles (PPEs – a 
type of sensitivity analysis) later. 



Model evaluation can mean many 
things. 

Lets define what we mean by model evaluation to be multi 
component. Model evaluation includes:
Model calibration
Model verification
Model validataion
Sensitivity analysis

And it requires some objective measures of “goodness of fit”



How can I tell if my model is good or 
bad?
First, don’t forget to focus on what you are comparing! 
Integral quantities? Hourly/high time frequency data? Other 
model data? What are the biases in the observational data? 
How are the characterized? 

There are many, many, many, statistical measures that we 
can use and software like R and Python make it easy to 
abuse them. 



Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
σ = standard deviation

I. Mean Bias, Mean Error, and Root Mean Square Error (ppb)
Mean Bias = 
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Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
σ = standard deviation

II. Normalized Mean Bias and Error (unitless)
Normalized Mean Bias = 
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Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
σ = standard deviation

III. Fractional Bias and Error (unitless)
Fractional Bias = 
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Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
σ = standard deviation

IV. Correlation Coefficient (unitless)
Correlation = 
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VI. Coefficient of Variation (unitless)
Coefficient of Variation = s

X



Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
σ = standard deviation

IV. Correlation Coefficient (unitless)
Correlation = 
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V. Coefficient of Variation (unitless)
Coefficient of Variation = s

X

VI. Index of Agreement (unitless)
Index of Agreement = 
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Error:
Mean Absolute Error

is a straightforward measure of how far away our model 
simulation (y) was from our observations (x) on average. It 
takes the modulus of the absolute error (bias) and so is 
always positive. 



Error:

Mean Squared Error

is measure of both the bias and the variance of the model. 
The variance is the expectation of the squared deviation of a 
random variable from its mean. It measures the spread from 
the average. 



New approaches to evaluation:
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developers to help make model improvements, and (iii) sets
the basis for the probabilistic evaluation (Fig. 1 of Dennis et
al., 2010).

Over the years, and despite the increasing relevance of
modelling systems for AQ applications, model evaluation
continues to rely almost exclusively on operational evalua-
tion, which basically involves gauging the model’s perfor-
mance using distance, variability and associativity metrics.
This common practice has little or no impact on model im-
provement, as it does not target the source of the modelling
error and does not discriminate between the reasons for ap-
propriate or inappropriate performance.

Such a requirement is even more pressing these days, with
current state-of-the-science AQ modelling systems account-
ing for an increasing number of coupled physical processes
and being described using hundreds of modules, which are
the result of decades of targeted and, generally, independent
investigations. Furthermore, AQ modelling systems typically
depend on external sources for the inputs of meteorology and
emissions data, as well as for boundary conditions. These
fields are generally produced by other models (which, in
turn, depend on external sources for initial and/or boundary
conditions) and, after substantial processing, are used by the
AQ modelling systems with no guarantee of being unbiased
and/or accurate. The bias introduced by these inputs, along
with the uncertainty associated with model error, the lineari-
sation of non-linear processes and omitted and unresolved
variables and processes, all contribute to the model error. The
extensive use of AQ models for AQ assessment and planning
is equally important, and requires a good knowledge of the
model capabilities and deficiencies that would allow for a
more educated use of the modelling systems and their results.

Recently, the AQMEII (Air Quality Model Evaluation In-
ternational Initiative) activity (Rao et al., 2011) applied the
approach proposed by Dennis et al. (2010), by organising
model evaluation activities (AQMEII 1, 2 and 3) using oper-
ational (Solazzo et al., 2012a, b, 2013a; Im et al., 2015a, b),
probabilistic (Solazzo et al., 2013b; Kioutsioukis and Gal-
marini, 2014) and diagnostic (Hogrefe et al., 2014; Makar et
al., 2015) evaluation frameworks.

The study we present here follows and complements the
previous investigations based on the AQMEII models col-
lected in the first and second phases of the activity (AQMEII1
and AQMEII2). The main aim is to introduce a novel method
that combines operational and diagnostic evaluations. This
method helps apportion the model error to its components,
thereby identifying the space/timescale at which it is most
relevant and, when possible, to infer which process/es could
have generated it. This work is designed to support the anal-
ysis of the currently ongoing third phase of the AQMEII ac-
tivity (Galmarini et al., 2015).

2 Mean square error as a comprehensive metric

For the model evaluation strategy proposed, we start by
breaking down the mean square error (MSE) (used here as
unique metric to evaluate model performance) into the sum
of the variance (and covariance) and the squared bias. The er-
ror and its components are then calculated on the spectrally
decomposed time series of modelled and observed hourly
ozone mixing ratios. The advantage of this evaluation strat-
egy is 2-fold:

– With respect to a conventional operational evaluation,
the new method allows for a more detailed assessment
of the distance between model results and observations
given the breakdown of the error into bias, variance and
covariance and their associated interpretations.

– Decomposing the MSE into spectral signals allows for
the precise identification of where each portion of the
model error predominantly occurs. Given that specific
processes are associated with specific scales, the appor-
tionment of the error components to their relevant scales
helps to more precisely identify which processes de-
scribed in the model could be responsible for the error.
Information about the nature of the error and the class of
process can significantly help modellers and developers
to improve model performance.

The data used are produced by the modelling communities
participating in AQMEII1 and AQMEII2 over the European
(EU) and North American (NA) continental-scale domains
for the years 2006 (AQMEII1) and 2010 (AQMEII2).

2.1 Error decomposition

The MSE is the squared difference of the modelled (mod)
and observed (obs) values:

MSE = E(mod-obs)2 =
Pnt

i=1(modi � obsi )
2

nt
, (1)

where E(·) denotes expectation and nt is the length of the
time series. The bias is

bias = E(mod-obs) (2)

i.e. bias = mod�obs. Thus, the following relationship holds:

MSE = var(mod-obs) + bias2, (3)

which is a well-known property of the MSE, (var(·) is the
variance operator). By using the property of the variance for
correlated fields:

var(mod-obs) = var(mod) + var(obs) � 2cov(mod,obs), (4)

the final formulation for the MSE components reads as fol-
lows:

MSE = bias2 + var(mod) + var(obs) � 2cov(mod,obs), (5)
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where the covariance term (last term on the right-hand side
of Eq. 5) accounts for the degree of correlation between the
modelled and observed time series. When the covariance
term is zero, var(obs) is referred to as the incompressible

part of the error and represents the lowest limit that the
MSE of the model can achieve. When dealing with model
evaluation, the modelled and observed time series are
typically highly correlated and therefore, within the limits
of the perfect match (correlation coefficient of unity),
cov(mod,obs) = cov(obs,obs) = cov(mod,mod) = var(mod)
= var(obs) and the MSE can be reduced to only the bias
term. That implies that the development of a high-quality
model needs to ensure

a. the highest possible precision in order to maximise the
cov(mod, obs) term;

b. the highest possible accuracy, in order to minimise the
bias.

Elaborating on Eq. (5), Theil (1961) derived the following:

MSE =(mod � obs)2 + (�mod � �obs)
2

+ 2(1 � r)�mod�obs. (6)

In Eq. (6), the variance term is expressed as the differ-
ence between the standard deviation of the model and that of
the observations, and the covariance term (last term on the
right) includes r , the coefficient of correlation between the
observed and modelled time series. The ratios of the three
terms on the right-hand side of Eq. (6) to the overall MSE are
known as Theil’s coefficients (Pindick and Rubinfeld, 1998).
Murphy (1988) provided examples of the scores that can be
developed using the components of the MSE.

The bias measures the departure of the modelled from the
observed results, and is a measure of systematic error, since
it measures the extent to which the average modelled val-
ues deviate from the observed ones. The bias is commonly
used to express the degree of “trueness”, i.e. “the closeness of
agreement between the average value obtained from a large
series of measurements and the true value” (Johnson, 2008).
The variance shows whether the modelled variability is com-
patible with that observed. Finally, the covariance term rep-
resents the unexplained proportion of the MSE due to the
remaining unsystematic errors; i.e. it represents the remain-
ing error after deviations from the mean values have been ac-
counted for. This latter term is a measure of the lack of corre-
lation of the model with comparable observations, and is con-
sidered the least “worrisome” portion of the error (Pindick
and Rubinfeld, 1998).

Aiming at minimising the MSE, the only controlled vari-
ables in Eq. (6) are mod and �mod, and differentiating with
respect to them yields the conditions that minimise the MSE:

8
>>><

>>>:

@MSE
@mod

= 2
�
mod � obs

�
= 0

@MSE
@�mod

= 2(�m � �obs) + 2(1 � r)�obs = 0

i.e. the best agreement between modelled and observed val-
ues is achieved by
⇢

mod = obs
�m = r�obs

, (7)

which analytically corresponds to the aforementioned items
(a) and (b). By inserting Eq. (7) into Eq. (6), the minimum
achievable MSE (mMSE) is

mMSE = � 2
obs(1 � r2), (8)

which is the unexplained portion of the error, as it reflects the
share of observed variance that is not explained by the model
(r2 is the coefficient of determination). The presence of an
unexplained part of the error suggests a modification of the
MSE decomposition in Eq. (6) in such a way as to explicitly
include mMSE:

MSE =
�
mod � obs

�2 + (�mod � r�obs)
2 + mMSE. (9)

The decompositions in Eqs. (5), (6) and (9) contain all the
relevant operational metrics usually applied to score mod-
elling systems (bias, variance, correlation coefficient), and
therefore prove to be a compact estimator of accuracy (bias),
precision (variance) and associativity (unexplained portion
through the correlation coefficient). Eq. (9) has been explic-
itly derived in this study to help evaluate AQ models.

Ideally, the entire error should be attributable to unsys-
tematic fluctuations. From a model development perspective,
the variance and covariance are possibly more revealing of
model deficiencies than is the bias term, as they are pro-
duced by the AQ model itself, while the bias is also due to
external sources (e.g. emissions, boundary conditions). From
the application viewpoint, however, it is the overall error that
counts, which is mostly made up of the bias.

2.2 Spectral decomposition of modelled and observed

time series

Hourly time series of (modelled and observed) ozone con-
centrations have been decomposed using an iterative mov-
ing average approach known as the Kolmogorov–Zurbenko
(kz) low-pass filter (Zurbenko, 1986), whose applications to
ozone are vastly documented in the literature (Rao et al.,
1997; Wise and Comrie, 2005; Hogrefe et al., 2000, 2014;
Galmarini et al., 2013; Kang et al., 2013; Solazzo and Gal-
marini, 2015). The kz filter depends on two parameters: the
length of the moving average window m and the number of

www.atmos-chem-phys.net/16/6263/2016/ Atmos. Chem. Phys., 16, 6263–6283, 2016
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where the covariance term (last term on the right-hand side
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2.2 Spectral decomposition of modelled and observed

time series

Hourly time series of (modelled and observed) ozone con-
centrations have been decomposed using an iterative mov-
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Spectral decomposition 
is not new and is widely 
used in other fields of 
physical science but has 
been used less in 
evaluating composition. 
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ues deviate from the observed ones. The bias is commonly
used to express the degree of “trueness”, i.e. “the closeness of
agreement between the average value obtained from a large
series of measurements and the true value” (Johnson, 2008).
The variance shows whether the modelled variability is com-
patible with that observed. Finally, the covariance term rep-
resents the unexplained proportion of the MSE due to the
remaining unsystematic errors; i.e. it represents the remain-
ing error after deviations from the mean values have been ac-
counted for. This latter term is a measure of the lack of corre-
lation of the model with comparable observations, and is con-
sidered the least “worrisome” portion of the error (Pindick
and Rubinfeld, 1998).

Aiming at minimising the MSE, the only controlled vari-
ables in Eq. (6) are mod and �mod, and differentiating with
respect to them yields the conditions that minimise the MSE:

8
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>>>:

@MSE
@mod

= 2
�
mod � obs

�
= 0

@MSE
@�mod

= 2(�m � �obs) + 2(1 � r)�obs = 0

i.e. the best agreement between modelled and observed val-
ues is achieved by
⇢

mod = obs
�m = r�obs

, (7)

which analytically corresponds to the aforementioned items
(a) and (b). By inserting Eq. (7) into Eq. (6), the minimum
achievable MSE (mMSE) is

mMSE = � 2
obs(1 � r2), (8)

which is the unexplained portion of the error, as it reflects the
share of observed variance that is not explained by the model
(r2 is the coefficient of determination). The presence of an
unexplained part of the error suggests a modification of the
MSE decomposition in Eq. (6) in such a way as to explicitly
include mMSE:

MSE =
�
mod � obs

�2 + (�mod � r�obs)
2 + mMSE. (9)

The decompositions in Eqs. (5), (6) and (9) contain all the
relevant operational metrics usually applied to score mod-
elling systems (bias, variance, correlation coefficient), and
therefore prove to be a compact estimator of accuracy (bias),
precision (variance) and associativity (unexplained portion
through the correlation coefficient). Eq. (9) has been explic-
itly derived in this study to help evaluate AQ models.

Ideally, the entire error should be attributable to unsys-
tematic fluctuations. From a model development perspective,
the variance and covariance are possibly more revealing of
model deficiencies than is the bias term, as they are pro-
duced by the AQ model itself, while the bias is also due to
external sources (e.g. emissions, boundary conditions). From
the application viewpoint, however, it is the overall error that
counts, which is mostly made up of the bias.

2.2 Spectral decomposition of modelled and observed

time series

Hourly time series of (modelled and observed) ozone con-
centrations have been decomposed using an iterative mov-
ing average approach known as the Kolmogorov–Zurbenko
(kz) low-pass filter (Zurbenko, 1986), whose applications to
ozone are vastly documented in the literature (Rao et al.,
1997; Wise and Comrie, 2005; Hogrefe et al., 2000, 2014;
Galmarini et al., 2013; Kang et al., 2013; Solazzo and Gal-
marini, 2015). The kz filter depends on two parameters: the
length of the moving average window m and the number of
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iterations k(kzm,k). Since the kz is a low-pass filter, the fil-
tered time series consists of the low-frequency fluctuating
component, while the difference between two filtered time
series provides a band-pass filter. This latter property is used
to decompose the ozone concentration time series as

O3 = LT(O3) + SY(O3) + DU(O3) + ID(O3), (10)

where LT is the long-term component (periods longer than
21 days), SY is the synoptic component (weather processes
that last between 2.5 and 21 days), DU is the diurnal compo-
nent (day/night alternation period between 0.5 and 2.5 days)
and ID is the intra-day component accounting for fast-acting
processes (less than 12 h). The decomposition presented in
Eq. (10) is such that the original time series is perfectly re-
turned by the summation of the components (see Appendix A
for details). Dealing with 1 year of data, any filter longer
than the LT component would not be meaningful. The pe-
riods of the components correspond to well-defined peaks
in the power spectrum of ozone, e.g. as detailed in Rao et
al. (1997) and Hogrefe et al. (2000).

The LT component is the baseline and incorporates the
bias of the original (un-decomposed time series. The other
components (SY, DU and ID) are zero-mean fluctuations
around the LT time series and are therefore unbiased. The
band-pass nature of the SY, DU and ID components is such
that they only account for the processes occurring in the time
window the filter allows the signal to “pass”. For instance, the
DU component is insensitive to processes outside the range
of 0.5 to 2.5 days.

Further properties of the spectrally decomposed ozone
time series of AQMEII derived by Galmarini et al. (2013),
Hogrefe et al. (2014) and Solazzo and Galmarini (2015) are
as follows:

– The DU component accounts for more than half of the
total variance, followed by the LT and SY components.

– The ID component has the smallest influence due to the
small amplitude of its fluctuations.

– The variance of the spectral component is neither
strongly nor systematically associated with the area-
type of the monitoring stations (i.e. rural, urban, sub-
urban).

– Due to the bias, most of the error is accounted for by the
LT component, followed by the DU component. The ID
contributes very little to the overall MSE.

Further important technicalities of the spectral decompo-
sition, including a method to estimate the contribution of the
spectral cross-components (the overlapping regions of the
power spectrum) to the total error, are reported in the Ap-
pendix A.

The signal decomposition of Eq. (10) is applied to the
full-year time series. However, to evaluate the model per-
formance with regard to ozone, the analysis is restricted to

the months of May to September, i.e. when the production of
ozone due to photochemistry is most relevant.

3 Data and models used

The observational data set derived from the surface AQ mon-
itoring networks operating in the EU and NA constitutes the
same data set used in the first and second phases of AQMEII
to support model evaluation. Only stations with over 75 %
valid records for the whole periods and located at altitudes
below 1000 m have been used for this analysis. Details of
the modelled regions and number of receptor stations are re-
ported in Table 1.

Since the main scope of this study is to introduce the error
apportionment methodology (rather than to strictly evaluate
the models), the analysis is presented for continental areas for
convenience and easier display of the results. However, given
the size of the domains and the heterogeneity of climatic and
emission conditions, dedicated analyses for three sub-regions
in both continents are proposed in the Supplement (Figs. S1
to S3).

There are profound differences between the modelling
systems that participated in AQMEII1 and AQMEII2. The
two sets of models have been applied to different years (2006
for phase 1 and 2010 for phase 2) and are therefore dissimi-
lar with respect to the input data of emissions and boundary
conditions for chemistry. The AQ models of the second phase
are coupled (online chemistry feedbacks on meteorology),
while those of the first phase are not. The effect of using on-
line models for simulating ozone accounts for the impact of
aerosols on radiation and therefore on temperature and pho-
tolysis rates (Baklanov et al., 2014).

The model settings and input data for phase I are described
in Solazzo et al. (2012a, b, 2013a), Schere et al. (2012) and
Pouliot et al. (2012); for phase II, similar information is pre-
sented in Im et al. (2015a, b), Brunner et al. (2015) and
Pouliot et al. (2015).

Table 2 summarises the features of the modelling systems
analysed in this study with regard to ozone concentrations
in the EU or NA. The modelling contribution to the two
phases of AQMEII consists of 12 and 9 models and of 8 and
3 models for EU and NA, respectively. Solazzo et al. (2012a,
2013b) showed the existence of a subset of models, whose
ensemble mean, MSEbest, optimises the accuracy (minimum
error over all possible ensemble mean combinations). The
set and number of models composing MSEbest varies by pol-
lutant and, for the same pollutant, by the examined period
(year, season, etc.). In this study MSEbest is identified for the
continent-wide-averaged time series of ozone concentration
and for the un-decomposed ozone time series (i.e. not spec-
trally decomposed) during the period May–September. There
are circumstances where a single model outscores any com-
bination of models. In such cases the MSEbest is identified
with the best single model.
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where the covariance term (last term on the right-hand side
of Eq. 5) accounts for the degree of correlation between the
modelled and observed time series. When the covariance
term is zero, var(obs) is referred to as the incompressible

part of the error and represents the lowest limit that the
MSE of the model can achieve. When dealing with model
evaluation, the modelled and observed time series are
typically highly correlated and therefore, within the limits
of the perfect match (correlation coefficient of unity),
cov(mod,obs) = cov(obs,obs) = cov(mod,mod) = var(mod)
= var(obs) and the MSE can be reduced to only the bias
term. That implies that the development of a high-quality
model needs to ensure

a. the highest possible precision in order to maximise the
cov(mod, obs) term;

b. the highest possible accuracy, in order to minimise the
bias.

Elaborating on Eq. (5), Theil (1961) derived the following:

MSE =(mod � obs)2 + (�mod � �obs)
2

+ 2(1 � r)�mod�obs. (6)

In Eq. (6), the variance term is expressed as the differ-
ence between the standard deviation of the model and that of
the observations, and the covariance term (last term on the
right) includes r , the coefficient of correlation between the
observed and modelled time series. The ratios of the three
terms on the right-hand side of Eq. (6) to the overall MSE are
known as Theil’s coefficients (Pindick and Rubinfeld, 1998).
Murphy (1988) provided examples of the scores that can be
developed using the components of the MSE.

The bias measures the departure of the modelled from the
observed results, and is a measure of systematic error, since
it measures the extent to which the average modelled val-
ues deviate from the observed ones. The bias is commonly
used to express the degree of “trueness”, i.e. “the closeness of
agreement between the average value obtained from a large
series of measurements and the true value” (Johnson, 2008).
The variance shows whether the modelled variability is com-
patible with that observed. Finally, the covariance term rep-
resents the unexplained proportion of the MSE due to the
remaining unsystematic errors; i.e. it represents the remain-
ing error after deviations from the mean values have been ac-
counted for. This latter term is a measure of the lack of corre-
lation of the model with comparable observations, and is con-
sidered the least “worrisome” portion of the error (Pindick
and Rubinfeld, 1998).

Aiming at minimising the MSE, the only controlled vari-
ables in Eq. (6) are mod and �mod, and differentiating with
respect to them yields the conditions that minimise the MSE:
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i.e. the best agreement between modelled and observed val-
ues is achieved by
⇢
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, (7)

which analytically corresponds to the aforementioned items
(a) and (b). By inserting Eq. (7) into Eq. (6), the minimum
achievable MSE (mMSE) is

mMSE = � 2
obs(1 � r2), (8)

which is the unexplained portion of the error, as it reflects the
share of observed variance that is not explained by the model
(r2 is the coefficient of determination). The presence of an
unexplained part of the error suggests a modification of the
MSE decomposition in Eq. (6) in such a way as to explicitly
include mMSE:

MSE =
�
mod � obs

�2 + (�mod � r�obs)
2 + mMSE. (9)

The decompositions in Eqs. (5), (6) and (9) contain all the
relevant operational metrics usually applied to score mod-
elling systems (bias, variance, correlation coefficient), and
therefore prove to be a compact estimator of accuracy (bias),
precision (variance) and associativity (unexplained portion
through the correlation coefficient). Eq. (9) has been explic-
itly derived in this study to help evaluate AQ models.

Ideally, the entire error should be attributable to unsys-
tematic fluctuations. From a model development perspective,
the variance and covariance are possibly more revealing of
model deficiencies than is the bias term, as they are pro-
duced by the AQ model itself, while the bias is also due to
external sources (e.g. emissions, boundary conditions). From
the application viewpoint, however, it is the overall error that
counts, which is mostly made up of the bias.

2.2 Spectral decomposition of modelled and observed

time series

Hourly time series of (modelled and observed) ozone con-
centrations have been decomposed using an iterative mov-
ing average approach known as the Kolmogorov–Zurbenko
(kz) low-pass filter (Zurbenko, 1986), whose applications to
ozone are vastly documented in the literature (Rao et al.,
1997; Wise and Comrie, 2005; Hogrefe et al., 2000, 2014;
Galmarini et al., 2013; Kang et al., 2013; Solazzo and Gal-
marini, 2015). The kz filter depends on two parameters: the
length of the moving average window m and the number of
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iterations k(kzm,k). Since the kz is a low-pass filter, the fil-
tered time series consists of the low-frequency fluctuating
component, while the difference between two filtered time
series provides a band-pass filter. This latter property is used
to decompose the ozone concentration time series as

O3 = LT(O3) + SY(O3) + DU(O3) + ID(O3), (10)

where LT is the long-term component (periods longer than
21 days), SY is the synoptic component (weather processes
that last between 2.5 and 21 days), DU is the diurnal compo-
nent (day/night alternation period between 0.5 and 2.5 days)
and ID is the intra-day component accounting for fast-acting
processes (less than 12 h). The decomposition presented in
Eq. (10) is such that the original time series is perfectly re-
turned by the summation of the components (see Appendix A
for details). Dealing with 1 year of data, any filter longer
than the LT component would not be meaningful. The pe-
riods of the components correspond to well-defined peaks
in the power spectrum of ozone, e.g. as detailed in Rao et
al. (1997) and Hogrefe et al. (2000).

The LT component is the baseline and incorporates the
bias of the original (un-decomposed time series. The other
components (SY, DU and ID) are zero-mean fluctuations
around the LT time series and are therefore unbiased. The
band-pass nature of the SY, DU and ID components is such
that they only account for the processes occurring in the time
window the filter allows the signal to “pass”. For instance, the
DU component is insensitive to processes outside the range
of 0.5 to 2.5 days.

Further properties of the spectrally decomposed ozone
time series of AQMEII derived by Galmarini et al. (2013),
Hogrefe et al. (2014) and Solazzo and Galmarini (2015) are
as follows:

– The DU component accounts for more than half of the
total variance, followed by the LT and SY components.

– The ID component has the smallest influence due to the
small amplitude of its fluctuations.

– The variance of the spectral component is neither
strongly nor systematically associated with the area-
type of the monitoring stations (i.e. rural, urban, sub-
urban).

– Due to the bias, most of the error is accounted for by the
LT component, followed by the DU component. The ID
contributes very little to the overall MSE.

Further important technicalities of the spectral decompo-
sition, including a method to estimate the contribution of the
spectral cross-components (the overlapping regions of the
power spectrum) to the total error, are reported in the Ap-
pendix A.

The signal decomposition of Eq. (10) is applied to the
full-year time series. However, to evaluate the model per-
formance with regard to ozone, the analysis is restricted to

the months of May to September, i.e. when the production of
ozone due to photochemistry is most relevant.

3 Data and models used

The observational data set derived from the surface AQ mon-
itoring networks operating in the EU and NA constitutes the
same data set used in the first and second phases of AQMEII
to support model evaluation. Only stations with over 75 %
valid records for the whole periods and located at altitudes
below 1000 m have been used for this analysis. Details of
the modelled regions and number of receptor stations are re-
ported in Table 1.

Since the main scope of this study is to introduce the error
apportionment methodology (rather than to strictly evaluate
the models), the analysis is presented for continental areas for
convenience and easier display of the results. However, given
the size of the domains and the heterogeneity of climatic and
emission conditions, dedicated analyses for three sub-regions
in both continents are proposed in the Supplement (Figs. S1
to S3).

There are profound differences between the modelling
systems that participated in AQMEII1 and AQMEII2. The
two sets of models have been applied to different years (2006
for phase 1 and 2010 for phase 2) and are therefore dissimi-
lar with respect to the input data of emissions and boundary
conditions for chemistry. The AQ models of the second phase
are coupled (online chemistry feedbacks on meteorology),
while those of the first phase are not. The effect of using on-
line models for simulating ozone accounts for the impact of
aerosols on radiation and therefore on temperature and pho-
tolysis rates (Baklanov et al., 2014).

The model settings and input data for phase I are described
in Solazzo et al. (2012a, b, 2013a), Schere et al. (2012) and
Pouliot et al. (2012); for phase II, similar information is pre-
sented in Im et al. (2015a, b), Brunner et al. (2015) and
Pouliot et al. (2015).

Table 2 summarises the features of the modelling systems
analysed in this study with regard to ozone concentrations
in the EU or NA. The modelling contribution to the two
phases of AQMEII consists of 12 and 9 models and of 8 and
3 models for EU and NA, respectively. Solazzo et al. (2012a,
2013b) showed the existence of a subset of models, whose
ensemble mean, MSEbest, optimises the accuracy (minimum
error over all possible ensemble mean combinations). The
set and number of models composing MSEbest varies by pol-
lutant and, for the same pollutant, by the examined period
(year, season, etc.). In this study MSEbest is identified for the
continent-wide-averaged time series of ozone concentration
and for the un-decomposed ozone time series (i.e. not spec-
trally decomposed) during the period May–September. There
are circumstances where a single model outscores any com-
bination of models. In such cases the MSEbest is identified
with the best single model.
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Figure 2. Lomb–Scargle periodogram spectra for surface O3 at Cabo Verde (16.51� N, 24.52� W) and Lompoc (34.73� N, 120.43� W),
between 2006 and 2012. The upper panels shows the observed data spectra together with chi-squared false-alarm levels for significant
periodicity based on linear piecewise fits to the spectra. The lower panels compare the spectra of the observations (black) and the GEOS-
Chem model (red).

Figure 3. Example of spectral superposition of the average, funda-
mental frequency and the harmonics for a frequency of interest.

sentative of the total periodic �

2. In the same way as it
was previously done, we take the fraction of the total pe-
riodic �

2 to the time series �

2. Removing the total peri-
odic waveform (including gaps) from the raw time series
gives a time series that is solely derived of the weather
and macroweather “noise”. The variances of these peri-
odic and noise time series are essentially additive so that
�

2(diurnal) + �

2(seasonal) + �

2(noise) = �

2(time series).

4 Application to observations

We apply these methods to an updated hourly version of the
long-term surface ozone data set from Sofen et al. (2016),
compiled for the task of model evaluation. The data set ap-
plies multiple stringent data quality checks: removing urban
sites, duplicate sites, coarse and partial year data, and obvi-
ous outliers. The data are originally drawn from the AirBase,
CAPMON, CASTNET, EANET, EMEP, EPA AQS, NAPS,
SEARCH, and WMO GAW monitoring networks (see Sofen
et al. (2016) and references therein for details), and for sim-
plicity we choose the period between 2005 and 2010 as this
represents the most comprehensively observed time period.
We exclude sites with data gaps of more than 365 days in
this period and additionally sites with data gaps greater than
60 days in 3 or more years. We additionally limit the sites
to be below 1.5 km from sea level. Figure 4 shows the loca-
tion of the 710 valid sites. Most of the sites are from the US
EPA AQS and EU AirBase data sets, which leads to an over
representation of northern continental mid-latitude locations
and an under representation of other areas of world.

We now investigate these observations in the context of the
Lomb–Scargle-derived diurnal and seasonal cycles.

4.1 Significance of seasonal and diurnal cycle

Figure 5 shows the fraction of the variance at each site that
is explained by the seasonal, diurnal, and the combined to-
tal periodic waveform. For most locations the seasonal cycle
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Abstract. Through the comparison of several regional-scale
chemistry transport modeling systems that simulate meteo-
rology and air quality over the European and North Ameri-
can continents, this study aims at (i) apportioning error to the
responsible processes using timescale analysis, (ii) helping
to detect causes of model error, and (iii) identifying the pro-
cesses and temporal scales most urgently requiring dedicated
investigations.

The analysis is conducted within the framework of the
third phase of the Air Quality Model Evaluation International
Initiative (AQMEII) and tackles model performance gauging
through measurement-to-model comparison, error decompo-
sition, and time series analysis of the models biases for sev-
eral fields (ozone, CO, SO2, NO, NO2, PM10, PM2.5, wind
speed, and temperature). The operational metrics (magnitude
of the error, sign of the bias, associativity) provide an overall

Published by Copernicus Publications on behalf of the European Geosciences Union.



New approaches to evaluation: COE. Solazzo et al.: Multivariable temporal and spatial breakdown 3021

Figure 9. RMSE (ppb) for CO by spectral component and season (panel a for Europe and b for North America). FT is the full (unfiltered)
time series, LT, SY, and DU are the long term, synoptic, and diurnal components, respectively.
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Figure 1. Subregions of the two continental domains (a) EU and (b) NA. Overlaid are the ozone monitoring stations classified based on the
network.

processes (Rao et al., 1997). The error apportionment applied
to each spectral component can provide indications on the
possible sources of error. The scope of the diagnostic evalu-
ation, as also highlighted by Gupta et al. (2009), is to move
beyond the usual aggregate metrics that only offer a statis-
tical interpretation towards the use of measures selected for
the quality of the information they can provide to model de-
velopers and users.

The evaluation of the AQMEII3 suite of model runs is car-
ried out for surface temperature (Temp), wind speed (WS)
and wind direction (WD), and for the species CO, NO, NO2,
ozone, SO2, PM10 (EU), and PM2.5 (NA). Additional analy-
ses making use of emission reduction scenarios (CO and NO)
and vertical profiles (Temp, WS, ozone) are also presented.

The main scope of the analysis is to present a detailed
overview of the skill of AQ models when compared with
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Figure 14. As in Fig. 9 but for NO2.
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While the bias error for ozone is likely driven by error
in NOx emissions, the error in meteorology may factor
in determining the mMSE and variance error. In fact,
there are several models for which the bias of tempera-
ture and the bias of NO2 are strongly associated with the
DU error of ozone. A simple linear regression between
NOx bias and ozone bias (based on the yearly time se-
ries) among the EU models suggests that the NOx and
temperature biases can explain, on average, ⇠ 35 and
⇠ 16 % of the variability of the ozone bias, respectively.
Ongoing analyses are focusing on explaining the ori-
gin of the mMSE error by investigating the phase shift
between the modeled and observed DU and SY compo-
nents as well as focusing on looking at maximum daily
values rather than at the full time series.

– PM analysis (PM10 for Europe and PM2.5 for North
America) reveals that for Europe the error distribution
for DU and SY is homogeneous and season independent
among the models, despite the large numbers of model-
ing options and parameters characterizing the chemistry
and physics of particles. A common source of model
bias (model underestimation, especially in winter) for
PM10 likely lies in the emissions (missing sources) and
in the overestimation of surface wind speed, whereas
variance error may stem from PBL dynamics under sta-
ble conditions and missing processes in the model (SOA
formation is a known issue for all models). The analysis
of PM2.5 (based on two models only) shows an excess
of variance and low correlation coefficient in the DU
component, possibly due to the timing of the PM cycle.
Further analyses dealing with the PM components are
needed.

– The analysis of the memory of the ozone signal has
revealed a strong model deficit in continental Europe,
where the seasonal modulation of ozone is overesti-
mated by the majority of the models. The opposite holds
true in the continental US.

Although remarkable progress has been made since the first
phase of AQMEII, both in terms of model performance and
in terms of developing a more versatile and robust evalu-
ation procedure, results of AQ model evaluation and inter-
comparison remain generic since they fail to associate errors
with processes, or at least to narrow down the list of pro-
cesses responsible for model error. AQ models are meant to
be applicable to a variety of geographic (and topographic)
scenarios under almost any type of weather, season, and
emission conditions. For such a wide range of conditions the
inherent nonlinearity among processes is difficult to disen-
tangle, and specifically designed sensitivity runs seems to
be the only viable alternative. A model evaluation strategy
relying solely on the comparison of modeled vs. observed
time series would never be able to quantify exactly the er-
ror induced by biogenic emissions, vertical emission profiles,

or their dependence on temperature, deposition, and vertical
mixing, for example, and the analyses presented in this work
are no exception. In fact, the methodology devised to carry
out the evaluation activity in this study has not succeeded in
determining the actual causes of model error, although it does
provide much clearer indications of the processes responsible
for the error with respect to conventional operational model
evaluation.

The highly nonlinear nature of current AQ models requires
the study of the relationships among error fields, meteorolog-
ical drivers, and precursors. When the seasonal and spectral
structures of these relationships are analyzed together with
the error of the input fields (emissions and boundary condi-
tions), then it would be possible to diagnose and accurately
explain the processes responsible for the error. Future AQ
model evaluation activities should envision sensitivity simu-
lations and process specific analyses. The “theory of evalua-
tion” based on information theory currently being developed
by the hydrology modeling community (Nearing et al., 2016,
and references therein) is a promising way forward and the
AQ community should be prepared for those developments.

Ongoing work (Solazzo et al., 2017) is being devoted to
deepening the investigation into causes of model errors by
focusing on two models (CMAQ for NA and CHIMERE for
EU), for which additional model runs were carried out to
frame the effect of fluxes (emissions, boundary conditions,
and deposition) on modeled ozone.

6 Data availability

The modeling and observational data generated for the
AQMEII exercise are accessible through the ENSEMBLE
data platform (http://ensemble3.jrc.it/) upon contact with
the managing organizations. References to the repositories
of the observational data used have been also provided in
Sect. 2.3.2.
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Abstract. We have performed more than 300 atmospheric
simulations of the 1991 Pinatubo eruption using the AER 2-
D sulfate aerosol model to optimize the initial sulfur mass in-
jection as a function of altitude, which in previous modeling
studies has often been chosen in an ad hoc manner (e.g., by
applying a rectangular-shaped emission profile). Our simula-
tions are generated by varying a four-parameter vertical mass
distribution, which is determined by a total injection mass
and a skew-normal distribution function. Our results suggest
that (a) the initial mass loading of the Pinatubo eruption is
approximately 14 Mt of SO2; (b) the injection vertical dis-
tribution is strongly skewed towards the lower stratosphere,
leading to a peak mass sulfur injection at 18–21 km; (c) the
injection magnitude and height affect early southward trans-
port of the volcanic clouds as observed by SAGE II.

1 Introduction

The eruption of Mt. Pinatubo on 15 June 1991 injected
large amounts of sulfur dioxide into the stratosphere. It per-
turbed the radiative, dynamical and chemical processes in the
Earth’s atmosphere (McCormick et al., 1995) and caused a
global surface cooling of approximately 0.5K (Dutton and
Christy, 1992). The Pinatubo eruption serves as a useful ana-
logue for geoengineering via injection of sulfur-containing
gases into the stratosphere (Crutzen, 2006; Robock et al.,
2013). Therefore, modeling volcanic eruptions advances our

knowledge not only of the eruptions themselves on weather
and climate, but also potential impacts of stratospheric sul-
fate geoengineering.
The uncertainties in determining the initial total mass and

altitude distribution of SO2 released by Pinatubo remain
high. Stowe et al. (1992) deduced a mass of 13.6megatons
of SO2 based on the aerosol optical thickness observed by
the Advanced Very High Resolution Radiometer (AVHRR).
By analyzing SO2 absorption measurements from the To-
tal Ozone Mapping Spectrometer (TOMS) satellite instru-
ment, Bluth et al. (1992) estimated an initial mass loading
of approximately 20Mt of SO2. This study was later reeval-
uated by Krueger et al. (1995), who determined a range of
14–28Mt emitted by Pinatubo, given the large retrieval un-
certainties associated with TOMS. Later, Guo et al. (2004)
constrained this range to 14–22Mt of SO2. Besides the to-
tal emitted mass, the altitude distribution of the SO2 emis-
sion is also not well constrained. The only available measure-
ments with vertical resolution of SO2 in the stratosphere dur-
ing the Pinatubo period have been made by the Microwave
Limb Sounder (MLS) in September 1991 (Read et al., 1993),
which unfortunately only started its mission 3 months af-
ter the eruption. Given the lack of measurements in the pe-
riod immediately following the Pinatubo eruption, modeling
studies of Pinatubo (e.g., Weisenstein et al., 1997; Timm-
reck et al., 1999; SPARC, 2006; Heckendorn et al., 2009;
Niemeier et al., 2009; Toohey et al., 2011; Aquila et al., 2012;
English et al., 2013; Dhomse et al., 2014) have employed
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Figure 6. Aerosol optical thickness (AOT, 15–30 km) comparison between SAGE-4� and model simulations. Marked regions in AOT
SAGE II include gap-filled data. Triangle: time-latitude location of the Pinatubo eruption.

3.6 Matching extinctions

We compare the modeled 1020 nm extinctions with the gap-
filled SAGE II version 7.0 (Fig. 5). SAGE II data points with
horizontal bars are actual SAGE II measurements and de-
note natural variabilities, while data points without bars are
gap-filled from lidar ground stations, which have a higher
uncertainty (SPARC, 2006). Figure 5 shows comparisons in
January (upper panel) and July (lower panel) 1992 for five

latitude bands from left to right: 50–40� S, 30–20� S, 5� S–
5� N, 20–30� N and 40–50� N.
In January 1992, all the simulations reproduce aerosol ex-

tinctions reasonably near 20 km (mostly within 50–100%
of observed aerosol extinctions). R001, R010 and R017
agree better with observed aerosol extinctions compared
to the other 2-D simulations. R010 performs best in the
lower stratosphere (where ScoreExt by definition has a large
weight), while R017 matches the observations well above
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Figure 3. Evolution of simulated global stratospheric aerosol bur-
den (Mt H2SO4/H2O) compared to the HIRS and SAGE II-derived
data. HIRS-derived data include both tropospheric and stratospheric
aerosols (Baran and Foot, 1994). SAGE II aerosol data is derived
from the retrieval algorithm SAGE 4� by Arfeuille et al. (2013),
and includes only stratospheric aerosols.

3.4 Matching the burden

Figure 3 shows the evolution of the simulated strato-
spheric aerosol burden (megaton of H2SO4/H2O) compared
to that derived from HIRS (Baran and Foot, 1994) and
SAGE-4� (Arfeuille et al., 2013). R001 matches the HIRS-
derived maximum aerosol burden of 21Mt (equivalently 15–
16Mt of sulfate mass without water) during the first few
months after the eruption, and after month 14 agrees with
the SAGE-derived burden (mostly within 20%). In con-
trast, SPARC20Mt reaches a maximum burden of 32Mt of
H2SO4/H2O, which is ⇠ 50% more than the 21Mt derived
from HIRS. R033 emits 17Mt of SO2 using the same ver-
tical profile as R001, and peaks at 25Mt of aerosol mass,
about ⇠ 30% more than HIRS, whereas the uncertainty of
HIRS is about 10% (Baran and Foot, 1994). This means that
the initial mass loading of 17 or 20Mt of SO2 into the strato-
sphere is apparently too high. Scenarios using 14Mt of SO2
show that the evolution of the aerosol burden is highly sen-
sitive to different injection profiles. R010 initially distributes
somewhat more SO2 above 24 km compared to R001, and
shows a better decay rate of the aerosol burden. R017 emits
SO2 mainly concentrated between 19–21 km, and its aerosol
burden peaks similarly to R001, but declines more rapidly.
R153 and Box14Mt inject about 60 and 40% of their sulfur
mass above 24 km, respectively, leading to a greater maxi-
mum aerosol burden and a slower decay rate of the burden
than R001. R153 has even a slightly larger maximum aerosol
burden than R033, though R033 has the larger initial SO2
mass loading. Together, these results reveal that the injec-
tion altitude and initial mass loading affect the lifetime of the
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Figure 4. Cumulative particle number concentrations of OPC mea-
surements (Deshler et al., 2003; Deshler, 2008), and model simula-
tions in October 1991 (upper panels) and December 1991 (lower
panels) for particle size channels r > 0.15 µm (left panels) and
r > 0.5 µm (right panels).

volcanic aerosol. An increase in the distance of the volcanic
plume above the tropopause will increase the lifetime of the
volcanic aerosol due to a longer residence time for sediment-
ing particles and a slower pathway of the aerosol within the
Brewer-Dobson circulation. On the contrary, a larger initial
mass loading may offset a higher injection altitude because
of faster sedimentation caused by larger particles.
The results of “R001 3-D” using the coupled aerosol–

chemistry–climate model SOCOL-AER is consistent (mostly
within 10%) with the AER 2-D simulation R001. In contrast,
the consistency between R153 and “R153 3-D” is less satis-
factory. The maximum aerosol burden simulated by “R153
3-D” is within 10% of R153, but the e-folding time of the
aerosol burden in the 3-D simulation (“R153 3-D”) is sig-
nificantly faster (13 vs. 15 months) than in the 2-D simula-
tion (R153). This indicates that in addition to the initial mass
loading and microphysics, model dynamics is essential to the
decay of the volcanic aerosols. This difference between R153
(AER) and “R153 3-D” (SOCOL-AER) is possibly due to an
insufficient rate of exchange of air between the troposphere
and stratosphere in the AER 2-D model (Weisenstein et al.,
1997) and/or a faster Brewer-Dobson circulation with respect
to observations in the SOCOL (see the “tape recorder” in
Fig. 8 of Stenke et al., 2013).

3.5 Matching particle size distributions

Figure 4 shows comparisons between the optical parti-
cle counter (OPC) measurements operated above Laramie
(Deshler et al., 2003; Deshler, 2008) and model-calculated
cumulative particle number concentrations in October and
December 1991 for two size channels (r > 0.15 µm and r >
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Table 1. Scores and rankings of 326 AER 2-D atmospheric simulations of the Pinatubo eruption sorted according to the weighted rank
(“RankWt”). The weighting is given by 16.7% of the SO2 score (ScoreSO2), 16.7% of the OPC score (ScoreOPC), 33.3% of the global
burden score (ScoreBurden), and 33.3% of the aerosol extinction score (ScoreExt). The rank computed by the arithmetic average of the four
scores is also provided (“RankAvg”). Scores of two additional 3-D simulations “R001 3-D” and “R153 3-D” from the aerosol–chemistry–
climate model SOCOL-AER are provided at the bottom of the table.

Mass Location Scale Skewness Score Score Score Score Score Score Rank Rank Rank Rank Rank Rank Scenario
(Mt SO2) µ (km) � (km) ↵ SO2 OPC Burden Ext Avg Wt SO2 OPC Burden Ext Avg Wt Name

14 22.59 4 �2 0.22 0.47 0.16 0.22 0.27 0.24 20 23 7 10 2 1 R001
14 22.59 3 �2 0.11 0.47 0.19 0.25 0.26 0.25 4 24 14 30 1 2
14 20.27 2 0 0.19 0.47 0.19 0.24 0.27 0.25 14 21 11 25 3 3
14 21.43 3 �1 0.28 0.47 0.17 0.22 0.28 0.25 29 22 8 11 5 4
14 21.43 4 �1 0.35 0.50 0.14 0.20 0.30 0.25 52 46 2 3 7 5
14 19.11 3 0 0.38 0.48 0.15 0.20 0.30 0.26 57 32 4 5 8 6
14 21.43 2 �1 0.19 0.45 0.21 0.26 0.28 0.26 13 13 19 33 4 7
14 17.95 4 0 0.44 0.50 0.13 0.19 0.32 0.26 72 49 1 2 15 8 R008
14 20.27 3 0 0.31 0.53 0.17 0.21 0.30 0.27 42 67 9 7 9 9
14 19.11 4 0 0.41 0.54 0.14 0.19 0.32 0.27 68 77 3 1 18 10 R010
14 22.59 3 �1 0.22 0.52 0.21 0.24 0.30 0.27 18 65 20 20 6 11
14 20.27 4 �1 0.45 0.46 0.16 0.21 0.32 0.28 77 17 6 9 22 12
14 21.43 4 �2 0.40 0.45 0.19 0.23 0.32 0.28 64 8 12 14 16 13
14 22.59 4 �1 0.34 0.54 0.19 0.21 0.32 0.28 51 88 13 8 19 14
14 16.79 4 0 0.50 0.48 0.15 0.20 0.33 0.28 88 29 5 4 26 15
14 21.43 3 �2 0.37 0.44 0.21 0.24 0.31 0.28 54 3 18 28 14 16
14 21.43 2 �2 0.28 0.43 0.24 0.27 0.31 0.29 31 1 28 53 10 17 R017
14 23.75 4 �2 0.29 0.54 0.22 0.24 0.32 0.29 36 81 24 18 21 18
14 21.43 2 0 0.20 0.53 0.25 0.27 0.31 0.29 16 69 35 46 11 19
14 17.95 3 0 0.51 0.46 0.18 0.22 0.34 0.30 89 16 10 13 32 20
... ... ...
14 22.59 2 �2 0.34 0.47 0.23 0.29 0.33 0.31 49 20 26 72 27 32
17 22.59 4 �2 0.07 0.55 0.31 0.32 0.31 0.31 3 96 63 103 13 33 R033
17 21.43 4 �1 0.23 0.57 0.28 0.27 0.34 0.32 23 105 48 50 29 34
... ... ...
17 22.59 3 �1 0.21 0.60 0.40 0.38 0.40 0.40 17 126 124 151 66 84
14 22.59 2 0 0.54 0.60 0.34 0.29 0.44 0.40 95 120 81 73 91 85
20 21.43 3 �1 0.04 0.62 0.44 0.45 0.39 0.40 1 142 154 180 58 86 R086
17 23.75 4 �2 0.30 0.62 0.42 0.39 0.43 0.42 39 140 138 155 86 99
20 19.11 4 �2 0.71 0.52 0.36 0.30 0.47 0.42 135 62 96 86 105 100
14 / / / 0.70 0.70 0.31 0.26 0.49 0.43 133 184 66 36 119 101 Box14Mt
17 17.95 3 �1 0.77 0.49 0.34 0.32 0.48 0.43 151 38 82 100 110 102
... ... ...
14 26.07 3 �1 0.94 0.71 0.43 0.32 0.60 0.53 197 195 141 104 167 153 R153
... ... ...
17 16.79 3 �2 0.96 0.61 0.55 0.54 0.67 0.63 204 138 204 224 200 213
20 / / / 0.47 0.78 0.67 0.59 0.63 0.63 79 244 249 241 178 214 SPARC20Mt
20 21.43 3 0 0.48 0.75 0.66 0.62 0.63 0.63 82 220 242 251 177 215
... ... ...
20 29.55 3 �1 1.46 0.92 0.92 0.95 1.06 1.02 307 310 313 320 320 322
20 28.39 3 0 1.42 0.93 0.93 0.96 1.06 1.02 301 312 315 324 319 323
20 28.39 2 0 1.60 0.88 0.89 0.94 1.08 1.02 320 298 298 317 322 324
20 29.55 2 �1 1.67 0.86 0.88 0.93 1.08 1.02 321 288 297 313 326 325
20 29.55 3 0 1.52 0.90 0.91 0.95 1.07 1.02 317 306 306 322 321 326

14 ⇠ 22 4 �2 0.30 0.46 0.18 0.20 0.29 0.25 R001 3-D
14 ⇠ 26 3 �1 0.93 0.53 0.36 0.38 0.55 0.49 R153 3-D

per Atmosphere Research Satellite (UARS) between 10� S–
0� latitudes in September 1991 (Read et al., 1993), the op-
tical particle counter (OPC) measurements operated above
Laramie, Wyoming (Deshler et al., 2003; Deshler, 2008), the
global aerosol burden derived from the High-resolution In-
frared Radiation Sounder (HIRS) (Baran and Foot, 1994) and
from Stratospheric Aerosol and Gas Experiment II (SAGE II)
using the 4� method (SAGE-4�) (Arfeuille et al., 2013; Luo,
2015), as well as aerosol extinctions measured by SAGE II
(Thomason et al., 1997, 2008).

3.1 Metrics and data sets

To determine an optimal set of the emission parameters, we
define four metrics (ScoreSO2, ScoreBurden, ScoreOPC and
ScoreExt) based on these four measurements sets described
above, and rank all of our 326 simulations by a weighted
score (ScoreWt) of the four metrics (see Table 1).
ScoreSO2 is calculated as the relative l

2-norm (Euclidean
norm) error with respect to the MLS measurements:

||XSO2,model� XSO2,MLS||/||XSO2,MLS||,
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where X is a 1-D vector of SO2 mixing ratio in altitude (21,
26, 31, 36 and 41 km). The negative values of the MLS mea-
surements are set to zero in the calculation.
ScoreBurden is the average of the relative l

2-norm errors
with respect to HIRS (July–December 1991) and SAGE-4�
(January 1992–December 1993):

1
2
(||B t1

model� B
t1
HIRS||/||B

t1
HIRS||

+ ||B t2
model� B

t2
SAGE||/||B

t2
SAGE||),

where B t1 is a 1-D (in time) vector of the aerosol bur-
den for July–December 1991 and B t2 for January 1992–
December 1993.
ScoreOPC – We first calculate the relative l

2-norm errors
with respect to the OPC measurements:

errOPC= ||Nmodel� NOPC||/||NOPC||,

where N is a 1-D vector of the cumulative particle num-
ber concentration in altitude (15–30 km). We then evaluate
a quadratic mean (RMS):

rmsOPC= RMS{errOPC
r

},

where r denotes four particle size channels (r > 0.01 µm,
r > 0.15 µm, r > 0.25 µm and r > 0.5 µm). Finally, Score-
OPC is obtained by averaging rmsOPC from October 1991
to December 1992.
ScoreExt – The uncertainty of SAGE is generally bet-

ter than ⇠ 20% for 525 nm and ⇠ 10% for 1020 nm (see
Fig. 4.1 in SPARC, 2006). Therefore, ScoreExt is weighted
as one-third for 525 nm (ScoreExt525nm) and two thirds for
1020 nm (ScoreExt1020nm). We use the SAGE II observa-
tions between 18 and 30 km. The calculations for Score-
Ext525nm and ScoreExt1020nm are similar to those in
ScoreOPC. Latitude bands (50–40� S, 30–20� S, 5� S–5� N,
20–30� N and 40–50� N) take the place of the particle size
channels. The temporal average is from January 1992 to De-
cember 1993.
Note that extinction coefficients in the lower stratosphere

(18–23 km) have a much larger weight than those above
23 km because extinctions at 525 nm and 1020 nm at 18–
23 km after the Pinatubo eruption (see Fig. 5) are one to sev-
eral orders of magnitude larger than those above 23 km. We
calculate the score by the relative Euclidean norm, therefore
the scores above 23 km have a relatively small weight.
The overall score ScoreWt is weighted as follows: 16.7%

of the SO2 score (ScoreSO2), 16.7% of the OPC score
(ScoreOPC), 33.3% of the global burden score (ScoreBur-
den), and 33.3% of the aerosol extinction score (ScoreExt).
The choice of the weighting is discussed below.
MLS detected residual SO2 in the stratosphere approx-

imately 100 days after the eruption. The uncertainty of
ScoreSO2 is likely larger than ScoreBurden and ScoreExt
due to uncertain OH fields. An assumed uncertainty in OH

fields of 10% (e.g., Prinn et al., 2005) translates into an un-
certainty of 30% in SO2 at ⇠ 90 days after the eruption.
Moreover, ScoreOPC also has less weight than ScoreBur-
den and ScoreExt because of the small temporal and spatial
sample size of the balloon-borne OPC measurements, which
are not conducted very frequently (a maximum of two mea-
surements per month after the Pinatubo eruption) and located
only above Laramie.
ScoreBurden uses the HIRS-derived data up to Decem-

ber 1991 and the SAGE-derived data afterwards. During the
first 6 months after the Pinatubo eruption, the SAGE II in-
strument was largely saturated in the tropical region (Russell
et al., 1996; Thomason et al., 1997; SPARC, 2006; Arfeuille
et al., 2013), and therefore the aerosol mass retrieved from
SAGE II during this period very likely underestimates the
initial loading significantly. The SAGE-4� data set corrects
for this deficiency by filling observational gaps by means of
Lidar data. However, Lidar-derived extinctions are generally
lower than SAGE II below 21 km (SPARC, 2006), and are
not located in the equatorial region (see Fig. 3.7 in SPARC,
2006), where maximum mass loadings are expected. There-
fore, SAGE II gap-filled data probably remain as a lower
limit after the eruption. Conversely, HIRSmeasurements rep-
resent an upper limit since they account for the entire aerosol
column including the troposphere. This may explain the con-
siderable difference between SAGE II and HIRS during the
first 6 months after Pinatubo (see Fig. 3). After this period,
the aerosol mass in the extratropics contributes more to the
global value than that in the tropics because the volcanic
cloud starts to spread out from the tropics in November 1991
(see Fig. 5 of Baran and Foot, 1994). HIRS loses its sensi-
tivity at mid/high latitudes where there is a contribution from
errors in the background signal (Baran and Foot, 1994). As
shown in Fig. 3, a visible increase of the HIRS-derived global
burden begins after December 1991, and the noises in HIRS
become more pronounced after March 1992. On the other
hand, SAGE II, as an occultation instrument, becomes more
reliable when the stratosphere starts to be sufficiently trans-
parent after December 1991, particularly in mid latitudes.
Therefore, ScoreBurden uses the HIRS-derived data up to
December 1991 and the SAGE-derived data afterwards, with
an overall uncertainty of 20%. ScoreExt uses the SAGE II
measurements from January 1992 to exclude the most satu-
rated phase of SAGE II.

3.2 Scoring table

Table 1 shows the scores of selected scenarios, sorted accord-
ing to the weighted rank (“RankWt” in the next to last col-
umn). The rank computed by the arithmetic average of the
four scores is also provided (“RankAvg” in the third column
from the right). The top 20 scenarios reveal that the total in-
jection mass (Mtot) is 14Mt of SO2, 70–80% of which is
below 24 km, and its maximum is likely between 18–21 km
with 3–4 km width (scale parameter � ). Location parame-
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where X is a 1-D vector of SO2 mixing ratio in altitude (21,
26, 31, 36 and 41 km). The negative values of the MLS mea-
surements are set to zero in the calculation.
ScoreBurden is the average of the relative l

2-norm errors
with respect to HIRS (July–December 1991) and SAGE-4�
(January 1992–December 1993):

1
2
(||B t1

model� B
t1
HIRS||/||B

t1
HIRS||

+ ||B t2
model� B

t2
SAGE||/||B

t2
SAGE||),

where B t1 is a 1-D (in time) vector of the aerosol bur-
den for July–December 1991 and B t2 for January 1992–
December 1993.
ScoreOPC – We first calculate the relative l

2-norm errors
with respect to the OPC measurements:

errOPC= ||Nmodel� NOPC||/||NOPC||,

where N is a 1-D vector of the cumulative particle num-
ber concentration in altitude (15–30 km). We then evaluate
a quadratic mean (RMS):

rmsOPC= RMS{errOPC
r

},

where r denotes four particle size channels (r > 0.01 µm,
r > 0.15 µm, r > 0.25 µm and r > 0.5 µm). Finally, Score-
OPC is obtained by averaging rmsOPC from October 1991
to December 1992.
ScoreExt – The uncertainty of SAGE is generally bet-

ter than ⇠ 20% for 525 nm and ⇠ 10% for 1020 nm (see
Fig. 4.1 in SPARC, 2006). Therefore, ScoreExt is weighted
as one-third for 525 nm (ScoreExt525nm) and two thirds for
1020 nm (ScoreExt1020nm). We use the SAGE II observa-
tions between 18 and 30 km. The calculations for Score-
Ext525nm and ScoreExt1020nm are similar to those in
ScoreOPC. Latitude bands (50–40� S, 30–20� S, 5� S–5� N,
20–30� N and 40–50� N) take the place of the particle size
channels. The temporal average is from January 1992 to De-
cember 1993.
Note that extinction coefficients in the lower stratosphere

(18–23 km) have a much larger weight than those above
23 km because extinctions at 525 nm and 1020 nm at 18–
23 km after the Pinatubo eruption (see Fig. 5) are one to sev-
eral orders of magnitude larger than those above 23 km. We
calculate the score by the relative Euclidean norm, therefore
the scores above 23 km have a relatively small weight.
The overall score ScoreWt is weighted as follows: 16.7%

of the SO2 score (ScoreSO2), 16.7% of the OPC score
(ScoreOPC), 33.3% of the global burden score (ScoreBur-
den), and 33.3% of the aerosol extinction score (ScoreExt).
The choice of the weighting is discussed below.
MLS detected residual SO2 in the stratosphere approx-

imately 100 days after the eruption. The uncertainty of
ScoreSO2 is likely larger than ScoreBurden and ScoreExt
due to uncertain OH fields. An assumed uncertainty in OH

fields of 10% (e.g., Prinn et al., 2005) translates into an un-
certainty of 30% in SO2 at ⇠ 90 days after the eruption.
Moreover, ScoreOPC also has less weight than ScoreBur-
den and ScoreExt because of the small temporal and spatial
sample size of the balloon-borne OPC measurements, which
are not conducted very frequently (a maximum of two mea-
surements per month after the Pinatubo eruption) and located
only above Laramie.
ScoreBurden uses the HIRS-derived data up to Decem-

ber 1991 and the SAGE-derived data afterwards. During the
first 6 months after the Pinatubo eruption, the SAGE II in-
strument was largely saturated in the tropical region (Russell
et al., 1996; Thomason et al., 1997; SPARC, 2006; Arfeuille
et al., 2013), and therefore the aerosol mass retrieved from
SAGE II during this period very likely underestimates the
initial loading significantly. The SAGE-4� data set corrects
for this deficiency by filling observational gaps by means of
Lidar data. However, Lidar-derived extinctions are generally
lower than SAGE II below 21 km (SPARC, 2006), and are
not located in the equatorial region (see Fig. 3.7 in SPARC,
2006), where maximum mass loadings are expected. There-
fore, SAGE II gap-filled data probably remain as a lower
limit after the eruption. Conversely, HIRSmeasurements rep-
resent an upper limit since they account for the entire aerosol
column including the troposphere. This may explain the con-
siderable difference between SAGE II and HIRS during the
first 6 months after Pinatubo (see Fig. 3). After this period,
the aerosol mass in the extratropics contributes more to the
global value than that in the tropics because the volcanic
cloud starts to spread out from the tropics in November 1991
(see Fig. 5 of Baran and Foot, 1994). HIRS loses its sensi-
tivity at mid/high latitudes where there is a contribution from
errors in the background signal (Baran and Foot, 1994). As
shown in Fig. 3, a visible increase of the HIRS-derived global
burden begins after December 1991, and the noises in HIRS
become more pronounced after March 1992. On the other
hand, SAGE II, as an occultation instrument, becomes more
reliable when the stratosphere starts to be sufficiently trans-
parent after December 1991, particularly in mid latitudes.
Therefore, ScoreBurden uses the HIRS-derived data up to
December 1991 and the SAGE-derived data afterwards, with
an overall uncertainty of 20%. ScoreExt uses the SAGE II
measurements from January 1992 to exclude the most satu-
rated phase of SAGE II.

3.2 Scoring table

Table 1 shows the scores of selected scenarios, sorted accord-
ing to the weighted rank (“RankWt” in the next to last col-
umn). The rank computed by the arithmetic average of the
four scores is also provided (“RankAvg” in the third column
from the right). The top 20 scenarios reveal that the total in-
jection mass (Mtot) is 14Mt of SO2, 70–80% of which is
below 24 km, and its maximum is likely between 18–21 km
with 3–4 km width (scale parameter � ). Location parame-
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Abstract. Sensitivity analysis of atmospheric models is
necessary to identify the processes that lead to uncertainty
in model predictions, to help understand model diversity
through comparison of driving processes, and to prioritise
research. Assessing the effect of parameter uncertainty in
complex models is challenging and often limited by CPU
constraints. Here we present a cost-effective application
of variance-based sensitivity analysis to quantify the sensi-
tivity of a 3-D global aerosol model to uncertain parame-
ters. A Gaussian process emulator is used to estimate the
model output across multi-dimensional parameter space, us-
ing information from a small number of model runs at points
chosen using a Latin hypercube space-filling design. Gaus-
sian process emulation is a Bayesian approach that uses in-
formation from the model runs along with some prior as-
sumptions about the model behaviour to predict model out-
put everywhere in the uncertainty space. We use the Gaus-
sian process emulator to calculate the percentage of expected
output variance explained by uncertainty in global aerosol
model parameters and their interactions. To demonstrate the
technique, we show examples of cloud condensation nuclei
(CCN) sensitivity to 8 model parameters in polluted and re-
mote marine environments as a function of altitude. In the
polluted environment 95% of the variance of CCN concen-
tration is described by uncertainty in the 8 parameters (ex-
cluding their interaction effects) and is dominated by the
uncertainty in the sulphur emissions, which explains 80%
of the variance. However, in the remote region parameter
interaction effects become important, accounting for up to
40% of the total variance. Some parameters are shown to
have a negligible individual effect but a substantial interac-
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tion effect. Such sensitivities would not be detected in the
commonly used single parameter perturbation experiments,
which would therefore underpredict total uncertainty. Gaus-
sian process emulation is shown to be an efficient and useful
technique for quantifying parameter sensitivity in complex
global atmospheric models.

1 Introduction

Aerosols have an important but very uncertain impact on
climate (Forster et al., 2007). The uncertainty has many
sources, but inter-model differences, as well as uncertain-
ties and limitations in the driving aerosol processes, are key
factors. Until recently, climate models used simple repre-
sentations of aerosol, which were based mostly on just parti-
cle mass. But the recognition that simplification of physical
processes limits model predictive capability has led to the
development of more complex “second generation” aerosol
microphysics schemes that are intended to enhance model re-
alism and improve the reliability of predictions (Binkowski
and Shankar, 1995; Jacobson, 1997; Whitby and McMurry,
1997; Ackermann et al., 1998; Ghan et al., 2001; Adams and
Seinfeld, 2002; Lauer et al., 2005; Liu et al., 2005; Stier et al.,
2005; Spracklen et al., 2005a; Debry et al., 2007; Spracklen
et al., 2008). Model realism has undoubtedly improved,
but the diversity in model aerosol radiative forcing estimates
has remained high in successive IPCC assessments (Schimel
et al., 1996; Penner et al., 2001; Forster et al., 2007).
There are three reasons why an understanding of model

sensitivity to uncertain inputs is important. Firstly, we need
to attribute the uncertainty in model predictions to vari-
ous processes and the poorly constrained model parame-
ters that describe these processes. At present, most of our
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in the model output when everything except the input un-
der investigation is learnt. The total effect sensitivity com-
pared to the main effect sensitivity gives an indication of
how each input interacts with others, which can then be fur-
ther investigated. Variance-based methods require complete
specification of the model output throughout the space of the
parameter uncertainty. In many applications (Saltelli et al.,
2000) these outputs are generated in a Monte Carlo simu-
lation using a very large number (usually many thousands)
of model runs. Here we use Gaussian process emulation,
which generates the same level of information required by
variance-based sensitivity analysis but requires considerably
fewer model runs than Monte Carlo (see Sect. 2).
The aim of this paper is to demonstrate the potential of

the emulation approach applied to a complex global aerosol
model. We use the Global Model of Aerosol Processes,
GLOMAP (Spracklen et al., 2005a; Mann et al., 2010) and
follow a previous sensitivity study using the OAT technique
(Spracklen et al., 2005b). The model predicts a wide range
of aerosol properties relevant to climate and air quality. Here
we focus on cloud condensation nuclei (CCN), which is the
subset of aerosol particles that can form cloud drops. The
concentration of CCN is a key quantity in the prediction
of the very uncertain aerosol indirect effect. It is also a
quantity where an understanding of model uncertainty will
greatly benefit the analysis of newly compiled global datasets
(Spracklen et al., 2011).
This paper is set out as follows. In Sect. 2 emulation is

introduced and compared with other approaches. In Sect. 3
we describe the global aerosol model and specify the uncer-
tain parameters. In Sect. 4 the application of the sensitivity
analysis on the global aerosol model using emulation is pre-
sented.

2 Emulation of the global aerosol model GLOMAP

The basic procedure for an emulation study is shown in
Fig. 1. No screening or formal elicitation is carried out as
part of the initial study.

2.1 Why is emulation necessary?

Emulation is the process by which the computer model is re-
placed by a statistical surrogate model that can be run more
efficiently. The global aerosol model used here is a complex
computer code so it is practically impossible to explore the
entire parameter uncertainty space. Haerter et al. (2009) and
Lohmann and Ferrachat (2010) study various combinations
of parameter values but the amount of information generated
is not sufficient for a full variance-based analysis. When a
simple computer model with very short run time is available
emulation is redundant since the actual computer model can
be used to provide output throughout the parameter uncer-
tainty space; this is a Monte Carlo simulation.

1.
for

study.

Choose model
parameters

Section 3.2

2. out
parameters if too

many.

Screen

Not in this study

3.
parameter

uncertainties
from experts.

Elicit

Not in this study

4. the
experiment,

including
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.

Section 2.3 and 2.4

5.
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Run
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6.Collect model
output for
emulation.
Section 3.2

7. Run
using design and

model output.

emulator

Section 2.2

8. the
emulator
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prediction and
model outputs.

Validate

Section 4.1

8a.
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improve
emulator
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Not in this study

Validated emulator

Emulator not valid

9. Collect
emulator
results.

Section 4.2

10. Quantify
variance and

parameter
sensitivities.

Fig. 1. The basic procedure to follow in an emulation study.

O’Hagan (2006) compares Monte Carlo and emulation
techniques in the sensitivity analysis of computer models.
A comprehensive variance-based sensitivity analysis may re-
quire millions of model runs, and even for a model that takes
just one second to run just one million runs takes 11.5 days
of continuous CPU time. With a complex computer code
such as a global aerosol model a Monte Carlo simulation
is not feasible. The aim of the emulator is to estimate the
output of the model at a large number of untried parame-
ter combinations so that variance-based sensitivity analysis
(Saltelli et al., 2000) becomes feasible. In this work the
Gaussian process is used for emulation (O’Hagan, 2006), but
other emulation methods are available and have been applied
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Fig. 3. 600 realisations from a one-dimensional emulator of the
same curve in Fig. 2 but trained by five poorly spaced points. The
uncertainty outside the training data is so great that the mean can
not be considered representative of the true curve. Extrapolation
should be avoided where possible.

The Gaussian process has been used to carry out uncer-
tainty analysis (Haylock and O’Hagan, 1996; O’Hagan and
Haylock, 1997; Oakley and O’Hagan, 2002) including meth-
ods for estimating the percentiles of the output uncertainty
distribution. Oakley and O’Hagan (2004) extend their previ-
ous work to include sensitivity analysis in order to apportion
the uncertainty in the output to the inputs and their interac-
tions. The effect of the individual inputs and their interac-
tions on the output is found by integrating the posterior mul-
tivariate mean with respect to various subsets of inputs and
the expected variances are found similarly. The details of the
integrations and the formulas involved in performing the sen-
sitivity analysis can be found in Oakley and O’Hagan (2004).
Morris et al. (2008) show a practical application of Gaussian
process emulation for sensitivity analysis using a radiative
transfer model.
Here we used readily available software, the Gaussian Em-

ulation Machine for Sensitivity Analysis, http://ctcd.group.
shef.ac.uk/gem.html. GEM-SA produces the main effect and
total effect sensitivity measures for each input variable and
the relationship between the model output and each of the
uncertain parameters can be plotted. The spread of the lines
in the plots produced compared to the range covered on the
y-axis gives an indication of the emulator uncertainty com-
pared to the effect of the parametric uncertainty. The first-
order interaction sensitivity measures can be requested and
their relationship with the model output plotted. Kennedy
et al. (2008) use GEM-SA for sensitivity analysis of a dy-
namic vegetation model.

Experiment number

Fig. 4. Upper: the design used here. Lower: the design used in
Spracklen (2005).

2.2.1 Important assumptions for the Gaussian process
emulator for sensitivity analysis

There are two important assumptions relating to the use of
the Gaussian process emulator for sensitivity analysis. These
are:
The computer model is smooth and continuous with re-

spect to its inputs The increased efficiency of the emulator
over the computer model is based upon being able to use the
information from a few runs to predict the output at untried
points. This information comes from the output covariance
between pairs of points and depends on the distance between
the two points. When the output is smooth and continuous
with respect to the inputs there is higher correlation between
points, allowing a lower uncertainty in predictions far from
the training points. If the computer model is not smooth then
the increased efficiency is lost since too many runs would be
required to build the emulator. The smoothness assumption
is tested using validation data.
Separately identifiable emulator inputs The emulator in-

puts (the model parameters under investigation) should be
separately identifiable. The identifiability of the inputs may
not be known before the emulator is built but when there is
some prior knowledge of an identifiability issue between pa-
rameters then only one or some function of them should be
varied. Using separately identifiable inputs also keeps the
necessary model runs to a minimum.
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L. A. Lee et al.: Emulation for sensitivity analysis of a global aerosol model 12261

70 80 90 100 110 120 130

40
0

50
0

60
0

70
0

80
0

90
0

London gridbox

Sulphur emissions (%)

Av
er

ag
e 

CC
N

 c
on

ce
nt

ra
tio

n 
(c

m
−3

)

1

2
3

4
56

7
8

1

2

3

4 56

7

8

9

10

11

12

13

14

15

16

17
18

19

20
21

22

23

24

25

26

27
28

29

30

31

32

33

34

35

36

37

38

39

40
414243

44

45

46

47

48

49

50

51

52

5354

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70
71

72

73

74

75

76

77

78

79

80

Fig. 6. June 2000 CCN concentrations for London versus the sul-
phur emissions parameter values in the 80 original GLOMAP runs
(red) and the new GLOMAP runs where all parameters were set low
(green). The numbers show the experiment number in each of the
designs: original and low.

The 8 validation points placed close to the training data
(shown in red) have small 95% confidence intervals that
cover the GLOMAP simulations showing that the emulator is
estimating well close to the training data. With the exception
of one, the other 16 emulated points have 95% confidence
intervals that cover the GLOMAP simulations showing the
emulator is estimating well even at points far away from the
training data.
Normally, one outlying point would not indicate that the

emulator is invalid, but in Fig. 5a (the London grid box)
the 95% confidence interval is very small considering the
distance of the point from the GLOMAP simulated value.
We therefore investigated more closely the model predictions
corresponding to this point. The outlying point in Fig. 5a is
shown to have high CCN in the original GLOMAP simula-
tion and it is necessary to evaluate the realism of this model
prediction by comparison with observations. The outlying
point corresponds to all the parameters set to their lowest val-
ues. The high CCN concentrations are surprising because a
low value of some parameters (especially SO2 EMS) should
favour low CCN. To explore both the model and the emu-
lator behaviour when all parameters are set low a further 8
GLOMAP runs were performed with all parameter values in
the bottom 5% of the parameter range, defined using Latin
hypercube sampling. Figure 6 shows the relationship be-
tween CCN and SO2 EMS in London from all 88 GLOMAP
simulations. As expected CCN concentrations generally in-
crease with SO2 EMS, but the additional 8 simulations be-
have differently. Figure 6 shows that the model is behaving
oddly in this region of the parameter space, the emulator can-
not capture this behaviour.

(a)

OX
_D

IA
M

AC
C_

CO
EF

NU
C_

TH
RE

SH

NU
CR

IT
_S

IZ
E

SO
2_

PA
RT

SC
AV

_D
IA

M

SO
2_

EM
S

SS
_E

M
S

%
 o

f C
CN

 v
ar

ia
nc

e 
ex

pl
ai

ne
d

0

20

40

60

80 Main Effects
Interactions

(b)

OX
_D

IA
M

AC
C_

CO
EF

NU
C_

TH
RE

SH

NU
CR

IT
_S

IZ
E

SO
2_

PA
RT

SC
AV

_D
IA

M

SO
2_

EM
S

SS
_E

M
S

%
 o

f C
CN

 v
ar

ia
nc

e 
ex

pl
ai

ne
d

0

20

40

60

80 Main Effects
Interactions

Fig. 7. A bar chart displaying the parameter sensitivities in (a) the
polluted grid cell and (b) the remote grid cell. The red bars show the
main effect sensitivities and the green bars show howmuch each pa-
rameter interacts with the others to contribute to the CCN variance.

There are two reasons to reject points from this tiny corner
of parameter space. Firstly, the global aerosol fields show
that total particle concentrations lie well outside observed
ranges (Spracklen et al., 2010). Secondly, the behaviour of
the aerosol system appears to be unphysical and not con-
sistent with observed behaviour. The high CCN concentra-
tions are created by extremely high number concentrations
of nucleation mode aerosol, which grow mainly by coagu-
lation to CCN sizes. Rapid nucleation throughout the atmo-
sphere is sustained by a low vapour condensation sink (low
particle surface areas) caused by efficient aerosol scaveng-
ing (low SCAV DIAM) and a low nucleation threshold (low
NUC THRESH). In this environment, lower sulphur emis-
sions act to exacerbate the low condensation sink more than
they reduce the nucleation rate, so nucleation is enhanced
further.
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Fig. 6. June 2000 CCN concentrations for London versus the sul-
phur emissions parameter values in the 80 original GLOMAP runs
(red) and the new GLOMAP runs where all parameters were set low
(green). The numbers show the experiment number in each of the
designs: original and low.

The 8 validation points placed close to the training data
(shown in red) have small 95% confidence intervals that
cover the GLOMAP simulations showing that the emulator is
estimating well close to the training data. With the exception
of one, the other 16 emulated points have 95% confidence
intervals that cover the GLOMAP simulations showing the
emulator is estimating well even at points far away from the
training data.
Normally, one outlying point would not indicate that the

emulator is invalid, but in Fig. 5a (the London grid box)
the 95% confidence interval is very small considering the
distance of the point from the GLOMAP simulated value.
We therefore investigated more closely the model predictions
corresponding to this point. The outlying point in Fig. 5a is
shown to have high CCN in the original GLOMAP simula-
tion and it is necessary to evaluate the realism of this model
prediction by comparison with observations. The outlying
point corresponds to all the parameters set to their lowest val-
ues. The high CCN concentrations are surprising because a
low value of some parameters (especially SO2 EMS) should
favour low CCN. To explore both the model and the emu-
lator behaviour when all parameters are set low a further 8
GLOMAP runs were performed with all parameter values in
the bottom 5% of the parameter range, defined using Latin
hypercube sampling. Figure 6 shows the relationship be-
tween CCN and SO2 EMS in London from all 88 GLOMAP
simulations. As expected CCN concentrations generally in-
crease with SO2 EMS, but the additional 8 simulations be-
have differently. Figure 6 shows that the model is behaving
oddly in this region of the parameter space, the emulator can-
not capture this behaviour.
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Fig. 7. A bar chart displaying the parameter sensitivities in (a) the
polluted grid cell and (b) the remote grid cell. The red bars show the
main effect sensitivities and the green bars show howmuch each pa-
rameter interacts with the others to contribute to the CCN variance.

There are two reasons to reject points from this tiny corner
of parameter space. Firstly, the global aerosol fields show
that total particle concentrations lie well outside observed
ranges (Spracklen et al., 2010). Secondly, the behaviour of
the aerosol system appears to be unphysical and not con-
sistent with observed behaviour. The high CCN concentra-
tions are created by extremely high number concentrations
of nucleation mode aerosol, which grow mainly by coagu-
lation to CCN sizes. Rapid nucleation throughout the atmo-
sphere is sustained by a low vapour condensation sink (low
particle surface areas) caused by efficient aerosol scaveng-
ing (low SCAV DIAM) and a low nucleation threshold (low
NUC THRESH). In this environment, lower sulphur emis-
sions act to exacerbate the low condensation sink more than
they reduce the nucleation rate, so nucleation is enhanced
further.
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Einstein clearly 
never used 

STASH

Everything should be made as simple as 
possible, but not simpler. Albert Einstein



Practical steps:
How to “play with model data”

By now you have probably (hopefully) worked out where to 
find the results of your UKCA runs. Sorry about the file 
structure!

There are lots and lots of runs that are available for analysis 
and that have been archived on the Met Office MASS 
archive. To get access you will need an account but you can 
get access from MONSooN or JASMIN. 



Practical steps:
How to “play with model data”

You will then need to make use of moo 

moo ls –l :crum/xgywn

Will list all the archived model data from the (old) UKCA run 
xgywn. 

You will then be able to extract and save data (as PP files). 
See here for more details: 
http://cms.ncas.ac.uk/wiki/UM/GettingInitialData

http://cms.ncas.ac.uk/wiki/UM/GettingInitialData


Practical steps:
How to “play with model data”

Xconv is very handy! 
Especially because you 
can use it to convert PP to 
netCDF!



Practical steps:
How to “play with model data”



Practical steps:
How to “play with model data”



Practical steps:
How to evaluate your UKCA 
runs
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MIPs have quantified the tropospheric ozone 
budget and we can evaluate our model against 
these.



Towards process based model 
evaluation
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mass-based aerosol scheme (Bellouin et al., 2011) is un-
changed from that used in CCMVal-2. Thus, the HadGEM3
model coupled to the UKCA chemistry scheme and the Cou-
pled Large-scale Aerosol Simulator for Studies In Climate
(CLASSIC) aerosol scheme (Bellouin et al., 2011) is referred
to as HadGEM3-ES.

The results shown in this paper come from HadGEM3-ES
simulations set up to follow the Chemistry–Climate Model
Initiative (CCMI) reference simulations (Morgenstern et al.,
2017). These include a single ensemble member for both
the atmosphere-only historical simulation (REF-C1) and the
coupled atmosphere–ocean historical and future simulation
(REF-C2), which begin in 1960, as described in Eyring et
al. (2013). The greenhouse gases (GHGs), ozone-depleting
substances (ODSs), tropospheric ozone precursor emissions,
aerosol and aerosol precursor emissions, sea surface temper-
atures (SSTs) and sea ice concentrations (for the atmosphere-
only REF-C1 simulation), and the forcings from solar vari-
ability and stratospheric volcanic aerosol are all as described
in Eyring et al. (2013).

The coupled (REF-C2) simulation is spun up to 1960
conditions as follows. A 400-year spin-up of the coupled
atmosphere–ocean model to a perpetual pre-industrial state is
followed by a transient spin-up of the coupled model, with-
out interactive chemistry, to 1950 conditions. Chemistry is
then included, and a 10-year spin-up to 1960 conditions is
performed, as recommended by Eyring et al. (2013). For the
atmosphere-only simulations, this 10-year spin-up from 1950
with chemistry included (Eyring et al., 2013) is all that is re-
quired for the atmosphere to equilibrate.

Alongside the free-running atmosphere-only historical
simulations (REF-C1), simulations in which temperature and
horizontal wind fields are nudged (Telford et al., 2008) to-
wards the ERA-Interim reanalysis (Dee et al., 2011) are
also run (REF-C1SD). Nudging is applied over the vertical
range of 2.5–51 km and is smoothly increased/decreased over
two model levels at the bottom/top of this vertical range.
Surface pressure is not nudged, since HadGEM3-ES has a
non-hydrostatic terrain-following dynamical core in which
surface pressure is not a prognostic and, further, the dif-
ference in horizontal resolution between the model and the
reanalysis data would lead to a mismatch in details of the
orography. McLandress et al. (2014) found that discontinu-
ities in the upper stratospheric temperatures exist in ERA-
Interim, in 1985 and 1998, due to changes in the satellite
radiance data used. These discontinuities led to erroneous
jumps in ozone concentrations in the upper stratosphere in
their model, and therefore, in the “smoothed” nudged sim-
ulations detailed in Table 1, they were removed here using
the technique of McLandress et al. (2014). To avoid intro-
ducing spurious noise, Merryfield et al. (2013) found that
the relaxation timescale must be longer than the time inter-
vals between the reanalysis fields that are being nudged to-
wards (6 h for ERA-Interim) and noted in particular that re-
laxation timescales of 24 and 48 h both gave good results (see

Table 1. Model simulations.

Name Time Coupled Nudging Smoothing?
period ocean? time-

scale

REF-C1 1960–2010 No N/A N/A
REF-C2 1960–2100 Yes N/A N/A
REF-C1SD-24 h 1980–2010 No 24 h No
REF-C1SD-48 h 1980–2010 No 48 h No
REF-C1SD-24 h, 1980–2010 No 24 h Yes
smoothed
REF-C1SD-48 h, 1980–2010 No 48 h Yes
smoothed
CCMVal-2 1960–2005 No N/A N/A
(UMUKCA-METO)

their Fig. 23). After some subjective trials, 24 and 48 h were
also found to be appropriate timescales for HadGEM3-ES,
at least for the fields of interest here, and results using both
timescales are included below.

Details of these simulations are summarized in Table 1.
Free-running simulations are run over the period 1960–2010
(REF-C1) and 1960–2100 (REF-C2), and nudged simula-
tions are run over the period 1980–2010 (using initial con-
ditions taken from REF-C1). As such, we analyse the period
1980–2010 in this study.

3 Results

3.1 Metrics

Metrics for evaluating the processes in chemistry–climate
models relevant for the simulation of stratospheric ozone
were developed as part of the CCMVal-2 project (Eyring et
al., 2008). The metrics for dynamical processes are listed in
Butchart et al. (2010, 2011). These dynamical metrics in-
clude one for the polar vortex final warming time but, for
reasons explained later in this section, we choose to evaluate
final warming using the method of Hardiman et al. (2011),
and thus this metric is not directly comparable and not in-
cluded here. Table 2 lists the metrics used in this study.

Following the method of Waugh and Eyring (2008),
“grades” are associated with each metric to measure how ac-
curately it is simulated, and these are calculated as follows:

g = 1 � 1
3

|µmodel � µobs|
�obs

, (1)

where g is the grade assigned to the metric (and is set to 0
if calculated to have a negative value), µmodel and µobs are
the model and observational mean values of the metric, and
�obs is the interannual standard deviation of the observations
(a proxy for observational uncertainty). Thus, a value of 1
represents the model having an identical mean value to re-
analysis (the “observations”), and a value of 0 represents the
model mean value deviating by more than 3 standard devia-
tions from the reanalysis. Here, we recalculate these metrics

www.geosci-model-dev.net/10/1209/2017/ Geosci. Model Dev., 10, 1209–1232, 2017

Given the huge number of diagnostics its getting harder and 
harder to evaluate models and determine their validity and 
there is a movement towards process based evaluation. This 
requires evaluation of the processes or 
diagnostics/prognostics in the model that contribute to the 
e.g. tracer. Once these are identified it is common to 
compare to obs and grade using the following:
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Table 2. Metrics.

Name Description

Mean climate

tmp_nh 60–90� N December–January–February temperatures at 50 hPa
tmp_sh 60–90� S September–October–November temperatures at 50 hPa
umx_nh Maximum Northern Hemisphere eastward wind in December–January–February at 10 hPa
umx_sh Maximum Southern Hemisphere eastward wind in June–July–August at 10 hPa
up_70 Tropical upwelling mass flux at 70 hPa
up_10 Tropical upwelling mass flux at 10 hPa
PW_nh Slope of the regression of the February and March 50 hPa temperatures 60–90� N on the 100 hPa January and February

heat flux 40–80� N
PW_sh Slope of the regression of the August and September 50 hPa temperatures 60–90� S on the 100 hPa July and August

heat flux 40–80� N

Variability

fev_nh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Northern Hemisphere,
poleward of 45� (EOFs are scaled to have the same standard deviation as the original data)

fev_sh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Southern Hemisphere,
poleward of 45� (EOFs are scaled to have the same standard deviation as the original data)

tann Amplitude of the annual cycle at 2 hPa in the zonal-mean zonal wind, 10� S–10� N
SAO Amplitude of the semi-annual oscillation at 1 hPa in the zonal-mean zonal wind, 10� S–10� N
QBO Amplitude of the quasi-biennial oscillation at 20 hPa in the zonal-mean zonal wind, 10� S–10� N
SSW Frequency per year of major sudden stratospheric warmings, defined using reversal of the zonal-mean zonal wind at

10 hPa, 60� N
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Figure 1. Metrics of dynamical fields and processes (see Table 2). Bold italic font indicates metrics which are not directly constrained in the
nudged simulations. Column numbers are printed above each column, and the model simulation is printed below each column. For details of
model simulations, see Table 1 (where “24smth” corresponds to “24 h, smoothed”, etc.).
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Table 2. Metrics.

Name Description

Mean climate

tmp_nh 60–90� N December–January–February temperatures at 50 hPa
tmp_sh 60–90� S September–October–November temperatures at 50 hPa
umx_nh Maximum Northern Hemisphere eastward wind in December–January–February at 10 hPa
umx_sh Maximum Southern Hemisphere eastward wind in June–July–August at 10 hPa
up_70 Tropical upwelling mass flux at 70 hPa
up_10 Tropical upwelling mass flux at 10 hPa
PW_nh Slope of the regression of the February and March 50 hPa temperatures 60–90� N on the 100 hPa January and February

heat flux 40–80� N
PW_sh Slope of the regression of the August and September 50 hPa temperatures 60–90� S on the 100 hPa July and August

heat flux 40–80� N

Variability

fev_nh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Northern Hemisphere,
poleward of 45� (EOFs are scaled to have the same standard deviation as the original data)

fev_sh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Southern Hemisphere,
poleward of 45� (EOFs are scaled to have the same standard deviation as the original data)

tann Amplitude of the annual cycle at 2 hPa in the zonal-mean zonal wind, 10� S–10� N
SAO Amplitude of the semi-annual oscillation at 1 hPa in the zonal-mean zonal wind, 10� S–10� N
QBO Amplitude of the quasi-biennial oscillation at 20 hPa in the zonal-mean zonal wind, 10� S–10� N
SSW Frequency per year of major sudden stratospheric warmings, defined using reversal of the zonal-mean zonal wind at

10 hPa, 60� N

        
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Grade

  0.0  0.95   1.0   1.0   1.0   1.0   1.0

  0.0  0.77  0.30  0.79  0.78  0.79  0.78

 0.56 0.01  0.26  0.90  0.94  0.80  0.87

  0.0   0.0   0.0  0.99  0.99  0.99  0.99

 0.79  0.79  0.83  0.98  0.99  0.98  0.99

 0.84  0.90  0.90  0.94  0.95  0.94  0.95

 0.77  0.73  0.80  0.94  0.97  0.94  0.86

 0.80  0.91  0.90  0.90  0.97  0.90  0.84

 0.47  0.96  0.99  0.88  0.73  0.89  0.74

 0.37  0.31  0.33   0.0   0.0   0.0   0.0

 0.88  0.44  0.32  0.95  0.94  0.95  0.94

 0.90  0.92  0.91  0.98  0.99  0.98  0.99

 0.68  0.89  0.93  0.97  0.95  0.97  0.95

 0.67  0.97  0.82  0.96  0.94  0.96  0.94

CCMVal-2 REF-C1 REF-C2 REF-C1SD_24smth REF-C1SD_48smth REF-C1SD_24 REF-C1SD_48

SSW

qbo

sao

tann

fev_sh

fev_nh

PW_sh

PW_nh

up_10
up_70

umx_sh

umx_nh

tmp_sh

tmp_nh

M
E

A
N

 C
LIM

A
TE

V
A

R
IA

B
ILITY

|
|

|1 2 3 4 5 6 7

Figure 1. Metrics of dynamical fields and processes (see Table 2). Bold italic font indicates metrics which are not directly constrained in the
nudged simulations. Column numbers are printed above each column, and the model simulation is printed below each column. For details of
model simulations, see Table 1 (where “24smth” corresponds to “24 h, smoothed”, etc.).
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Abstract. Free-running and nudged versions of a Met Of-
fice chemistry–climate model are evaluated and used to in-
vestigate the impact of dynamics versus transport and chem-
istry within the model on the simulated evolution of strato-
spheric ozone. Metrics of the dynamical processes rele-
vant for simulating stratospheric ozone are calculated, and
the free-running model is found to outperform the previous
model version in 10 of the 14 metrics. In particular, large
biases in stratospheric transport and tropical tropopause tem-
perature, which existed in the previous model version, are
substantially reduced, making the current model more suit-
able for the simulation of stratospheric ozone. The spatial
structure of the ozone hole, the area of polar stratospheric
clouds, and the increased ozone concentrations in the North-
ern Hemisphere winter stratosphere following sudden strato-
spheric warmings, were all found to be sensitive to the accu-
racy of the dynamics and were better simulated in the nudged
model than in the free-running model. Whilst nudging can,
in general, provide a useful tool for removing the influence
of dynamical biases from the evolution of chemical fields,
this study shows that issues can remain in the climatology
of nudged models. Significant biases in stratospheric vertical
velocities, age of air, water vapour, and total column ozone
still exist in the Met Office nudged model. Further, these can
lead to biases in the downward flux of ozone into the tropo-
sphere.

1 Introduction

Previous studies have identified numerous couplings be-
tween ozone, greenhouse gases, tropospheric ozone pre-
cursors and stratospheric ozone-depleting substances, and
climate change. Increased carbon dioxide and near-surface
ozone levels, for example, can impact vegetation and the
strength of the land carbon sink (Sitch et al., 2007). Gas-
phase constituents, such as tropospheric and stratospheric
ozone, have contributed to historical climate forcing (Steven-
son et al., 2013; Myhre et al., 2013) and the inclusion of
interactive chemistry, at least in some models, could affect
estimates of climate sensitivity (Nowack et al., 2015). Like-
wise, climate change can impact on atmospheric composition
through changes in the strength of the Brewer–Dobson cir-
culation (Butchart and Scaife, 2001; Butchart et al., 2006),
changes in methane lifetime (Johnson et al., 2001; Voul-
garakis et al., 2013), changes in background and peak sur-
face ozone concentrations (Fiore et al., 2012), temperature-
dependent chemical reaction rates (Waugh, 2009a), and the
timescale for the stratospheric ozone layer to recover (WMO,
2011). Increasingly, there is also recognition of the exten-
sive coupling between the troposphere and stratosphere, with
stratospheric ozone recovery impacting on tropospheric com-
position through stratosphere–troposphere exchange (e.g.
Zeng et al., 2010) and photolysis rates (e.g. Zhang et al.,
2014) and also impacting on surface climate (Morgenstern
et al., 2009).

As a result, coupled chemistry–climate models have
evolved to encompass both stratospheric and tropospheric
chemistry coupled to state-of-the-art atmosphere–ocean cli-
mate models, in order for such couplings to be stud-
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mass-based aerosol scheme (Bellouin et al., 2011) is un-
changed from that used in CCMVal-2. Thus, the HadGEM3
model coupled to the UKCA chemistry scheme and the Cou-
pled Large-scale Aerosol Simulator for Studies In Climate
(CLASSIC) aerosol scheme (Bellouin et al., 2011) is referred
to as HadGEM3-ES.

The results shown in this paper come from HadGEM3-ES
simulations set up to follow the Chemistry–Climate Model
Initiative (CCMI) reference simulations (Morgenstern et al.,
2017). These include a single ensemble member for both
the atmosphere-only historical simulation (REF-C1) and the
coupled atmosphere–ocean historical and future simulation
(REF-C2), which begin in 1960, as described in Eyring et
al. (2013). The greenhouse gases (GHGs), ozone-depleting
substances (ODSs), tropospheric ozone precursor emissions,
aerosol and aerosol precursor emissions, sea surface temper-
atures (SSTs) and sea ice concentrations (for the atmosphere-
only REF-C1 simulation), and the forcings from solar vari-
ability and stratospheric volcanic aerosol are all as described
in Eyring et al. (2013).

The coupled (REF-C2) simulation is spun up to 1960
conditions as follows. A 400-year spin-up of the coupled
atmosphere–ocean model to a perpetual pre-industrial state is
followed by a transient spin-up of the coupled model, with-
out interactive chemistry, to 1950 conditions. Chemistry is
then included, and a 10-year spin-up to 1960 conditions is
performed, as recommended by Eyring et al. (2013). For the
atmosphere-only simulations, this 10-year spin-up from 1950
with chemistry included (Eyring et al., 2013) is all that is re-
quired for the atmosphere to equilibrate.

Alongside the free-running atmosphere-only historical
simulations (REF-C1), simulations in which temperature and
horizontal wind fields are nudged (Telford et al., 2008) to-
wards the ERA-Interim reanalysis (Dee et al., 2011) are
also run (REF-C1SD). Nudging is applied over the vertical
range of 2.5–51 km and is smoothly increased/decreased over
two model levels at the bottom/top of this vertical range.
Surface pressure is not nudged, since HadGEM3-ES has a
non-hydrostatic terrain-following dynamical core in which
surface pressure is not a prognostic and, further, the dif-
ference in horizontal resolution between the model and the
reanalysis data would lead to a mismatch in details of the
orography. McLandress et al. (2014) found that discontinu-
ities in the upper stratospheric temperatures exist in ERA-
Interim, in 1985 and 1998, due to changes in the satellite
radiance data used. These discontinuities led to erroneous
jumps in ozone concentrations in the upper stratosphere in
their model, and therefore, in the “smoothed” nudged sim-
ulations detailed in Table 1, they were removed here using
the technique of McLandress et al. (2014). To avoid intro-
ducing spurious noise, Merryfield et al. (2013) found that
the relaxation timescale must be longer than the time inter-
vals between the reanalysis fields that are being nudged to-
wards (6 h for ERA-Interim) and noted in particular that re-
laxation timescales of 24 and 48 h both gave good results (see

Table 1. Model simulations.

Name Time Coupled Nudging Smoothing?
period ocean? time-

scale

REF-C1 1960–2010 No N/A N/A
REF-C2 1960–2100 Yes N/A N/A
REF-C1SD-24 h 1980–2010 No 24 h No
REF-C1SD-48 h 1980–2010 No 48 h No
REF-C1SD-24 h, 1980–2010 No 24 h Yes
smoothed
REF-C1SD-48 h, 1980–2010 No 48 h Yes
smoothed
CCMVal-2 1960–2005 No N/A N/A
(UMUKCA-METO)

their Fig. 23). After some subjective trials, 24 and 48 h were
also found to be appropriate timescales for HadGEM3-ES,
at least for the fields of interest here, and results using both
timescales are included below.

Details of these simulations are summarized in Table 1.
Free-running simulations are run over the period 1960–2010
(REF-C1) and 1960–2100 (REF-C2), and nudged simula-
tions are run over the period 1980–2010 (using initial con-
ditions taken from REF-C1). As such, we analyse the period
1980–2010 in this study.

3 Results

3.1 Metrics

Metrics for evaluating the processes in chemistry–climate
models relevant for the simulation of stratospheric ozone
were developed as part of the CCMVal-2 project (Eyring et
al., 2008). The metrics for dynamical processes are listed in
Butchart et al. (2010, 2011). These dynamical metrics in-
clude one for the polar vortex final warming time but, for
reasons explained later in this section, we choose to evaluate
final warming using the method of Hardiman et al. (2011),
and thus this metric is not directly comparable and not in-
cluded here. Table 2 lists the metrics used in this study.

Following the method of Waugh and Eyring (2008),
“grades” are associated with each metric to measure how ac-
curately it is simulated, and these are calculated as follows:

g = 1 � 1
3

|µmodel � µobs|
�obs

, (1)

where g is the grade assigned to the metric (and is set to 0
if calculated to have a negative value), µmodel and µobs are
the model and observational mean values of the metric, and
�obs is the interannual standard deviation of the observations
(a proxy for observational uncertainty). Thus, a value of 1
represents the model having an identical mean value to re-
analysis (the “observations”), and a value of 0 represents the
model mean value deviating by more than 3 standard devia-
tions from the reanalysis. Here, we recalculate these metrics

www.geosci-model-dev.net/10/1209/2017/ Geosci. Model Dev., 10, 1209–1232, 2017

Evaluation of UKCA 
CCMI set up


