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The challenge: We want to understand how
and why the atmosphere works.

The problem: The atmosphere is hideously
complex.

The solutions: We can observe it in its natural
state (field observations), we can test
behavior under controlled situations
(laboratory studies) or we can develop
mathematical representations and model it.



Iteratively improve model

Define the question of
interest.

Develop simplified Determine metrics and

mathematical
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But how do we know if our model is
right for the right reasons?

If you Google this question this is, ’Nru:xgl_gu:
apparently, the answer: Ve 4
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But how do we know if our model is
right for the right reasons?

We evaluate our model against other models (model

intercomparisons or beauty contests), reanalyses and
observations.

We may want to evaluate lots of aspects of our model
simulation, but generally we will look at model bias and
correlation as two key measures (metrics).

Increasingly, we must also look not only at the model
predictions but also dig into the processes (process-
based model evaluation).



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Model calibration — where we identify how to refine
parameters/inputs into our model through comparison
of model output with observations/model data.

This can be manual (i.e. one at a time “tuning”) or
automated (i.e. using stochastic procedures)



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Model verification — where we quantify the predictive
capability of our model. Again we compare the model
and observations but this is different to calibration as
we will not be using the results of these comparisons to
modify the model logic/parameters.

For simple models (and for code) verification may include
checking the logic of the model. This is increasingly difficult
for the complex models we use like UKCA.



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Model verification — where we quantify the predictive
capability of our model. Again we compare the model
and observations but this is different to calibration as
we will not be using the results of these comparisons to
modify the model logic/parameters.

It is vital that the observational data used in model
verification is distinct from the data used in calibration. NB
this is not always the case or even possible.



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Model validation — all models are wrong, some models
are useful. Not to get too bogged down by philosophical
argument but from a technical perspective, a valid model
is one in which the scientific or conceptual output is
acceptable for its purpose.

For those wanting to think more meta: Can you ever
validate a model?



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Sensitivity analysis — where the response of the model
to changes in inputs/parameters is quantified. This
understanding is important for:

1) The range of suitability of the model

2) ldentifying “key” parameters/inputs

3) Understanding behavior at critical points

We will touch on perturbed parameter ensembles (PPEs — a
type of sensitivity analysis) later.



Model evaluation can mean many
things.

Lets define what we mean by model evaluation to be multi
component. Model evaluation includes:

Model calibration

Model verification

Model validataion

Sensitivity analysis

And it requires some objective measures of “goodness of fit”



How can | tell if my model is good or
bad?

First, don’t forget to focus on what you are comparing!
Integral quantities? Hourly/high time frequency data? Other
model data”? What are the biases in the observational data?

How are the characterized?

There are many, many, many, statistical measures that we
can use and software like R and Python make it easy to
abuse them.



How can | tell if my model is good or
bad? -
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Anscombe’s quartet: all have the same mean, variance and correlation coefficient.



Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
o = standard deviation

I. Mean Bias, Mean Error, and Root Mean Square Error (ppb)

Mean Bias = 1
-y (M- 0)
no

n

n

1 ¢ )
Mean Error = — Z ‘M — O‘ Root Mean Square Error = Zl: (M - O)
n



Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
o = standard deviation

Il. Normalized Mean Bias and Error (unitless)
Normalized Mean Bias =

ZT(M-O) Y M- 0

n Normalized Mean Error =
O n
20 2. (0)

1



Air Quality Model Performance Metric Definitions

Common Variables:

M = predicted concentration

O = observed concentration

X = predicted or observed concentration
o = standard deviation

Ill. Fractional Bias and Error (unitless)

Fractional Bias =

n

L5

Y (M- 0)
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(M + O)
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Air Quality Model Performance Metric Definitions

Common Variables:
M = predicted concentration
O = observed concentration
X = predicted or observed concentration
o = standard deviation

IV. Correlation Coefficient (unitless)

Correlation =
P VI. Coefficient of Variation (unitless)
n
1 O_ O M_ M Coefficient of Variation =
2 o
(n — 1) 1 O 5 O . }



Air Quality Model Performance Metric Definitions

Common Variables:

M = predicted concentration o Vario y
O = observed concentration V. Coefficient of Variation (unitless)

. : Coefficient of Variation =
X = predicted or observed concentration

o = standard deviation

| Q

IV. Correlation Coefficient (unitless)
Correlation =

VI. Index of Agreement (unitless)

1 &[(0o-0) . [M-M
Z * Index of Agreerrlent =

(n-1) 1 o, o, \ .
Y (0- M)’
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Error:

Mean Absolute Error
Z:L:I |yi — x| _ Z:lzl \e,-!

n n

IS a straightforward measure of how far away our model
simulation (y) was from our observations (x) on average. It
takes the modulus of the absolute error (bias) and so is

always positive.

MAE =




Error:

Mean Squared Error

[

1 519
MSE = = ) (¥; - Y;)*.

n =

IS measure of both the bias and the variance of the model.
The variance is the expectation of the squared deviation of a
random variable from its mean. It measures the spread from

the average.



New approaches to evaluation:

The MSE is the squared difference of the modelled (mod)
and observed (obs) values:

nt 2
" (mod; — obs;
MSE = E (mod-obs)? = 2.i=1(mod; — obs) : (1)
ng

where E(-) denotes expectation and n; is the length of the
time series. The bias 1s

bias = E (mod-obs) (2)
i.e. bias = mod — obs. Thus, the following relationship holds:
MSE = var (mod-obs) + bias?, 3)

which is a well-known property of the MSE, (var(-) is the
variance operator). By using the property of the variance for
correlated fields:

var (mod-obs) = var (mod) + var (obs) — 2cov(mod,obs),  (4)

the final formulation for the MSE components reads as fol-
lows:

MSE = bias® + var (mod) + var(obs) — 2cov(mod,obs), (5)

where the covariance term (last term on the right-hand side
of Eq. 5) accounts for the degree of correlation between the
modelled and observed time series. When the covariance
term is zero, var(obs) is referred to as the incompressible
part of the error and represents the lowest limit that the
MSE of the model can achieve. When dealing with model
evaluation, the modelled and observed time series are
typically highly correlated and therefore, within the limits
of the perfect match (correlation coefficient of unity),
cov(mod,obs) = cov(obs,obs) = cov(mod,mod) = var(mod)
= var(obs) and the MSE can be reduced to only the bias
term. That implies that the development of a high-quality
model needs to ensure

a. the highest possible precision in order to maximise the
cov(mod, obs) term;

b. the highest possible accuracy, in order to minimise the
bias.

Elaborating on Eq. (5), Theil (1961) derived the following:

MSE =(mod — 0bs)? + (Ginod — Tobs)”
+ 2(1 — r)UmodUobs~ (6)

Solazzo et al  Atmos. Chem. Phys., 16, 62636283, 2016



New approaches to evaluation:

MMSE is the minimum achievable Mean Square Error
mMSE = 62, (1-r?)

Solazzo and Galmarini suggest:

MSE = (<mod> - <obs>)? + (G, .4 - (Op)? + MMSE

As this metric allows for quantification of accuracy
(bias), precision (variance) and associativity (unexplained
portion through the correlation coefficient —r)



AQMEII1
MSE of spectral components - ozone - May-September - EU - continent
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MSE of speciral components UKCA RAQ ozone - May-September - ED




New approaches to evaluation:

When the analytical decomposition of the error into bias, variance and mMSE is applied to
the decomposition of the signals into long-term, synoptic, inter-diurnal and diurnal
components, information can be gathered that helps reduce the spectrum of possible
sources of errors and pinpoint the processes that are most active at a particular scale which
need to be improved. The procedure is denoted here as error apportionment and provides
an improved and more powerful capacity to identify the nature of the error and associate it
with a specific part of the spectrum of the model/measurement signal. The AQMEII set of
models and measurements have been used in the evaluation procedure.



New approaches to evaluation:

Spectral decomposition of modelled and observed
time Series Period / yr Period / yr
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Spectral decomposition
is not new and is widely
used in other fields of
physical science but has
been used less in
evaluating composition.
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New approaches to evaluation:

Spectral decomposition of modelled and observed

time series

Spectral decomposition
is not new and is widely
used in other fields of

physical science but has

been used less in
evaluating composition.
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Least-squares spectral analysis

From Wikipedia, the free encyclopedia

Least-squares spectral analysis (LSSA) is a method of estimating a frequency spectrum, based on a least squares fit of sinusoids to data samples, similar to
Fourier analysis.[[[2] Fourier analysis, the most used spectral method in science, generally boosts long-periodic noise in long gapped records; LSSA mitigates such

problems.[3!

LSSA is also known as the Vanigek method!*! after Petr Vani¢ek, and as the Lomb method!®! (or the Lomb periodogram!®!) and the Lomb-Scargle method!®! (or
Lomb-Scargle periodogram!2l7}), based on the contributions of Nicholas R. Lomb!®! and, independently, Jeffrey D. Scargle.!®! Closely related methods have been
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Kolmogorov—Zurbenko filter
From Wikipedia, the free encyclopedia
S This article provides insufficient context for those unfamiliar with the subject. Please help improve the article

@
with a good introductory style. (January 2012) (Learn how and when to remove this template message)

The Kolmogorov-Zurbenko (K2) filter was first proposed by A. N. Kolmogorov and formally defined by Zurbenko.!"! It is a series of iterations of a moving average
filter of length m, where m is a positive, odd integer. The KZ filter belongs to the class of low-pass filters. The KZ filter has two parameters, the length m of the
moving average window and the number of iterations k of the moving average itself. It also can be considered as a special window function designed to eliminate
spectral leakage.




Concentration (ppbv)

New approaches to evaluation:

Spectral decomposition of modelled and observed
time series

O3 =LT(03) +SY(O3) +DU(O3) +ID(03)

! Cabo Verde




Amplitude (ppbv)

New approaches to evaluation:

Cabo Verde
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New approaches to evaluation:

GEOS-Chem ¢, Seasonal ampiitude Blas [ppbv)
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New approaches to evaluation:

sin(2m#(.1)t) + sin(27(.08)t) +N(0, 16) with reconstructed signal

(o]
Atmos. Chem. Phys., 17, 3001-3054, 2017 Atmospheric
www.atmos-chem-phys.net/17/3001/2017/ :
doi:10.5194/acp-17-3001-2017 Chemls.try
© Author(s) 2017. CC Attribution 3.0 License. and Physics . )
D =1 o]

Evaluation and error apportionment of an ensemble of atmospheric
chemistry transport modeling systems: multivariable
temporal and spatial breakdown

Efisio Solazzo', Roberto Bianconi’, Christian Hogrefe?, Gabriele Curci*>, Paolo Tuccella’, Ummugulsum Alyuz®,

Alessandra Balzarini’, Rocio Baré®, Roberto Bellasio?, Johannes Bieser’, Jorgen Brandt!?, Jesper H. Christensen'?,

Augistin Colette!!, Xavier Francis'?, Andrea Fraser!3, Marta Garcia Vivanco''-'%, Pedro Jiménez-Guerrero®,
Ulas Im'?, Astrid Manders'>, Uarporn Nopmongcol°, Nutthida Kitwiroon!’, Guido Pirovano’, Luca Pozzoli®!,
Marje Prank'8, Ranjeet S. Sokhi'?, Alper Unal®, Greg Yarwood'®, and Stefano Galmarini' -10 4 o
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New approaches to evaluation: CO

the cause of model bias for CO is most probably attributable
to the emissions and to a lesser extent the generally overes-
timated surface wind speed (Sect. 3.1.1). Sensitivity of the
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New approaches to evaluation: NO,

The bias is the main contributor to the NO, error and
stems from a model underprediction of the mean observed

Region1 Region2 Region3
concentration during the entire year (but, with the excep- d z
tion of the winter season, it is positive for WRF-CMAQ in _ IIIIIIIIIIII IIIIIIIIIIIII II II :
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New approaches to evaluation: A

success?

Although remarkable progress has been made since the first
phase of AQMEII, both in terms of model performance and
in terms of developing a more versatile and robust evalu-
ation procedure, results of AQ model evaluation and inter-
comparison remain generic since they fail to associate errors
with processes, or at least to narrow down the list of pro-
cesses responsible for model error. AQ models are meant to
be applicable to a variety of geographic (and topographic)
scenarios under almost any type of weather, season, and
emission conditions. For such a wide range of conditions the
inherent nonlinearity among processes is difficult to disen-
tangle, and specifically designed sensitivity runs seems to
be the only viable alternative. A model evaluation strategy
relying solely on the comparison of modeled vs. observed
time series would never be able to quantify exactly the er-
ror induced by biogenic emissions, vertical emission profiles,

www.atmos-chem-phys.net/17/3001/2017/

or their dependence on temperature, deposition, and vertical
mixing, for example, and the analyses presented in this work
are no exception. In fact, the methodology devised to carry
out the evaluation activity in this study has not succeeded in
determining the actual causes of model error, although it does
provide much clearer indications of the processes responsible
for the error with respect to conventional operational model
evaluation.

Atmos. Chem. Phys., 17, 3001-3054, 2017



Comparing models and reality?

‘ ]

One of these images shows a Turner nominated art piece, which sold for £150,000.



Perturbed parameter ensembles

Atmos. Chem. Phys., 15, 11501-11512, 2015 Atmospheric
www.atmos-chem-phys.net/15/11501/2015/ :

doi:10.5194/acp-15-11501-2015 Chemls.try
© Author(s) 2015. CC Attribution 3.0 License. and Physms

A perturbed parameter model ensemble to investigate Mt.
Pinatubo’s 1991 initial sulfur mass emission

J.-X. Sheng'?, D. K. Weisenstein?, B.-P. Luo!, E. Rozanov'>, F. Arfeuille*, and T. Peter!

Hnstitute for Atmospheric and Climate Science, ETH Zurich, Zurich, Switzerland

2School of Engineering and Applied Science, Harvard University, Cambridge, MA, USA
3Physikalisch-Meteorologisches Observatorium Davos and World Radiation Center, Davos, Switzerland
“Oeschger Centre for Climate Change Research and Institute of Geography, University of Bern, Bern, Switzerland
2now at: School of Engineering and Applied Science, Harvard University, Cambridge, MA, USA

bnow at: Empa, Swiss Federal Laboratories for Materials Testing and Research, Diibendorf, Switzerland
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Perturbed parameter ensembles

Atmos. Chem. Phys., 11, 12253-12273,2011 y —K .
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doi:10.5194/acp-11-12253-2011 Chemistry
© Author(s) 2011. CC Attribution 3.0 License. and Physics

Emulation of a complex global aerosol model to quantify
sensitivity to uncertain parameters

L. A. Lee, K. S. Carslaw, K. J. Pringle, G. W. Mann, and D. V. Spracklen

Institute for Climate and Atmospheric Science, University of Leeds, UK
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Revised: 11 November 2011 — Accepted: 16 November 2011 — Published: 8 December 2011



2. Screen out
parameters if too
many.

Not in this study

1. Choose mode
parameters for
study.
Section 3.2

v

3. Elicit
parameter
uncertainties
from experts.
Not in this study

v

4. Design the
experiment,
including
validation.
Section 2.3 and 2.4

v

5. Run
computer
model, including
validation runs.

v

6.Collect model
output for
emulation.
Section 3.2

v

7. Run emulator
using design and
model output.
Section 2.2

v

8. Validate the
emulator
comparing
emulator
prediction and
model outputs.
Section 4.1

Validated emulator

!

8a. Revise
design to
improve
emulator
predictive
capability.
Not in this study

A

T 2 Emulatér not valid

9. Collect
emulator
results.

Section 4.2

10. Quantify
variance and
parameter
sensitivities.
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Everything should be made as simple as
possible, but not simpler. Albert Einstein

Einstein clearly

never used
STASH



Practical steps:
How to “play with model data”

By now you have probably (hopefully) worked out where to
find the results of your UKCA runs. Sorry about the file

structure!

There are lots and lots of runs that are available for analysis
and that have been archived on the Met Office MASS
archive. To get access you will need an account but you can
get access from MONSooN or JASMIN.



Practical steps:
How to “play with model data”

You will then need to make use of moo

moo Is —| :crum/xgywn

Will list all the archived model data from the (old) UKCA run
Xxgywn.

You will then be able to extract and save data (as PP files).
See here for more details:
http://cms.ncas.ac.uk/wiki/UM/GettinglnitialData



http://cms.ncas.ac.uk/wiki/UM/GettingInitialData

Practical steps:
How to “play with model data”

@ Xconv & 32 O | = 3B%E) Tue21:46 Alex Archibald Q =
ex

1 . 00 Data Plot i

ﬂ Output file name:

=g Open Setup Clear Unified Model Output (Vn 7.3): Stash code = 34001 (kg kg-1)

; ) ) | x: longitude (degrees_east)

@ nx ny nz nt Field title y: latitude (degrees_north)

- [’} 1 96 73 60 5 Stash code = 34001 Y| z: hybrid_ht 19.998281478881836 (level)

t: date / t 2008/06/01:00.00 / 2790.000000 (days since 2000-09-01 00:00:00)

a 90.000 .

. Xconv is very handy!
)

2 4.0 Especially because you
® can use it to convert PP to
@ 18.000

® DF

y netCDF!

3 18.000 —
D pJd
fca -54.000 —
3 O
: Convert Delete -90.000 | : : ! |

gX Output messages 0.0000 71.250 142.50 X 218.75 285.00 356.25
' [fite /Users/ata27/UKCA/xgdms_o3.nc is a classic format N
-
z 1.6021e-08 3.2897e-08 4.9773e-08 6.6650e-08 8.3526e-08
7.5824e-09 2.4459e-08 4.1335e-08 5.8211e-08 7.5088e-08 9.1964e-08

Dismiss Save



ractical steps:
ow to “play with model data”

NCA\g A National Aeronautics and Space Administration Gmagpb Space Fight Conter

Goddard Institute for Space Studies Earth Sciences Division

e ame Panoply netCDF, HDF and GRIB Data Viewer

News & Features
- . panoply \PAN-uh-plee\, noun: 1. A splendid or impressive array. ...

Projects & Groups

Datasets & Images | '
Perturbation Potential Temperature

Publications

' Software
Education
Events (;"“ :f :
About GISS E‘: :

’ ; < T
:na o ~250 -200 -150 -100 -50 OO0 $0 100 150 200 250

Owa Mn = <257, Waw = 118

Panoply plots geo-referenced and other arrays from netCDF, HDF, GRIB, and other datasets. With Panoply 4 you can:

« Slice and plot geo-referenced latitude-longitude, latitude-vertical, longitude-vertical,

time-latitude or time-vertical arrays from larger multidimensional variables.
« Slice and plot "generic" 2D arrays from larger multidimensional variables. ]
- O 4N i bominn | [N PN 1 2 | N SN N | momod mvmmbn i mlada




Practical steps:
How to “play with model data”

P N\ Ncview 2.1.5 -
Neview 2.1.5 David W. Pierce 18 Mar 2015 <
displaying Stash code = 34001 aarchibald@ja... ...
frame 1/5 1-Jun-2008 00:00:00
H displayed range: 7.58244e-09 to 1.87563e-05 kq kq-1 (7.58244e-09 to 1.87563e-
Current: (i=89, j=0) 1.84419e-08 (x=333.75, y=-90)

aarchibald@ja... ... aarchibald@ja... ... ncview..._o3.nc +

tracerl:long_name = "Stash code = 34001" ;
tracerl:units = "kg kg-1" ;
tracerl:missing_value = 2.e+20f ;
tracerl:_FillValue = 2.e+20f ;

| tracerl:valid_min = 7.582437e-09f ;
Quit ->1 <« « MM'» » Edit 2 Delav: 1 Obt: tracerl:valid_max = 1.905638e-05f ;

3aauss  InvP Inv C MXa linear = Axes Ranae Ri-lin =il s/ global attributes:
R = . n = ] I :history = "Fri Nov 18 ©9:10:20 GMT 2011 - XCONV V1.91 16-Fe

bruary-2006" ;
2 iracer] | 5 )

exs-MBP-10023:UKCA ata27$ xconv xgdms_o3.nc
Nim: Name: Min: Current: Max: Units: Alexs-MBP-10023:UKCA ata27$ ncview xgdms_o3.nc
Ncview 2.1.5 David W. Pierce 18 Mar 2015
Scan: t 2790 1-1lun-20NR Nf 4230 LEVER TN http://meteora.ucsd.edu:80/~pierce/ncview_home_page.html

. Copyright (C) 1993 through 2015, David W. Pierce
S — — — — Ncview comes with ABSOLUTELY NO WARRANTY; for details type ‘ncview —w'.

Y- latitude a0 Y an g4 This is free software licensed under the Gnu General Public License version

3 3; type ‘ncview -c' for redistribution details.
X:  longitude 1] -X- 35695 dearees p.

Nata: udunits: unknown units for hybrid_ht: "level"
N\ Stash code = 34001 iew app-defaults file found, using internal defaults
| “ “ ” | min and maxes for tracerl...

T

® C X\ xgdms_o3.nc

o (tybrid_be, latitude, Longitude) = (19.9983, 45, 153.75) |

tracer1 (kg kg-1)/10%*-7
0.455.46 0.465 .47 0.475 .43 0.430 .49 0.498 .5

- Dea 20T D{E009 Béh AP0 8:H0 TS OIS TIH O60-POMEE-0CWTHG HEO0(2 00:00:00

t (days since 2000-09-01 00:00:00)
Stash code = 34001
<| D” |:||:|| I:“:l M Comments W 5 . 66%
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Practical steps:
How to evaluate your UKCA
runs

UKCA Evaluation Suite - Version 2

This is the description for Version 2. Instructions for Version-1 can be found here
The UKCA Evaluation suite is a collection of basic assessment methods being used at various partner institutions. The package can be divided largely into three categories:

e Tropospheric chemistry evaluation

« Stratospheric chemistry and dynamics evaluation

e Aerosol chemistry and processes evaluation --Not yet available for V2, use from V1
The evaluation suite can currently analyse the outputs from UM-UKCA configurations against specific observation datasets. To use the evaluation suite, the model output needs to be in
the form of 12 x monthly mean pp files (UM pm stream) conforming to the UM pp file naming format (jobida.somename.pp). The Stratospheric as well as Tropospheric Chemistry suites
can carry out multi-annual meaning if data for more than one year are specified as input. Each type of analysis requires a specified list of fields to be present in the pp files and there are
UM STASH macro handedits to ensure that these fields are requested in the output.

For the Tropospheric and Stratospheric Chemistry part of evaluation, these fields can be added to your job by using the hand_edit:

e /home/h02/hadzm/umui_jobs/hand _edits/vn8.2/add_ukca_evall_diags_Ixx.ed (where xx is the number of vertical levels) on the Met Office systems and
» /home/mdalvi/umui_jobs/hand_edits/vn8.2/add _ukca_evall_diags_Ixx.ed on the Puma server.

For UM versions vnB.5-8.6, use the hand_edits:
e /home/h02/hadzm/umui_jobs/hand_edits/vn8.5/add_ukca_eval_diags_vn85_i85.ed on the Met Office systems and




The UKCA Evaluation suite V2 is available on the Met Office Desktop, MONSooN postprocessor, ARCHER, and JASMIN (sci1,lotus).

Tropospheric Chemistry package

This currently performs the following analysis/ evaluations:

CO against CMDL obs

CIO against MLS data

CO, HNO3, NOx against Emmons et al dataset

OH using Lawrence etal (1991) method, vs ACCMIP and Parta et al Reference values.
O3 against Tilmes ozonesonde data at multiple locations

Ox budget (sources/sinks, deposition)

OH/CH4 ratio and CH4 lifetime vs ACCMIP multi-model values

Profiles of O3,HNO3,NO2,H202,water vap against ACE,UARS,.. data

Age of Air against SF6 obs

The tool will automatically carry out multi-annual meaning on-the-fly if more than 12 (and a multiple of 12) files are detected.
Usage:

A. Met Office desktop:
/home/h02/hadzm/eval v2/camb_chem/eval_tropchem_spice.py -i <ppfiles> [-s STASHIlist] [-m trmap] [--eval_only] [--noclean] [--nocopy]
Options

-h, --help show this help message and exit

-i Required: ppfiles (12) from the year to analyse -full path-

-s STASHLIST Optional: STASHcodes list, e.qg. if using pre-vn8.5 output (diags in Section 34 vs 50)

-m TRMAPS  Optional :Var<->STASH mapping file, e.g. if using pre-vn8.5 output

-f SCALE_FAC Optional : Flux multiplication factor, to account for difference in UM:UKCA call frequency (default=3.0 for 1 UM: 3 UKCA timesteps)
Optional: Only carry out Evaluation, skipping the extraction.

--eval_only : 2 : .
Useful when extract is ok but evaluation has previously failed.
--noclean Optional: Do not delete extracted NetCDF data after completion
--nocopy By default the input files will be copied temporarily to /scratch for processing. Use this option only if model output is in SDATADIR

B. MONSooN Postprocessor:
/home/mdalvifeval_v2/camb_chem/eval_tropchem.py -i <ppfiles> [-s STASHIist] [-m trmap] [--eval_only] [--noclean]



ARCHER

The scripts have been modified slightly to work on ARCHER. They are designed such that output from a UM vn10.6 job or above will not require any additional arguments, other than
the location of the *.pp files. Also, all Stratospheric output is saved as .pdf.

While you can use the login nodes for this, you can also log-in to the post-processing nodes by

Required modules

To be able to use Iris (required for both Stratospheric and Tropospheric packages), you will need to:

Running the packages
For UM versions vn10.6 and above you will just need to:

¢ Tropospheric Chemistry: /work/n02/n02/ukca/Eval/eval_v2/camb_chem/eval_ tropchem.py -i /path/to/pp/files/*.pp [--eval_only]
¢ Stratospheric Chemistry: /work/n02/n02/ukca/Eval/eval_v2/toms_haloe/compare toms haloe.py /path/to/pp/files/*.pp

You can use evince to view the outputted .pdf files.

If you need to run these on pre-vn10.6 versions, the equivalent to <mohit home> is /work/n02/n02/ukca/Eval for the paths to particular STASH maps etc.

The Stratospheric chemistry package takes a few minutes for a single years-worth of data. The Tropospheric chemistry package will take about 50 minutes to extract the data to netCDF

e e s IR el I AR b R e e B el J



Example Data

Example data from vn10.9 can be found at

This directory can be rsync-d to a working directory and the evaluation suite can be run using the --eval_only command which will save some time.

Required Chemistry Diagnostics

The UKCA chemistry evaluation packages require the following diagnostics (STASH section/item numbers from vn10.3 onwards):

'STASH Section STASH Item STASH Name

0 010 SPECIFIC HUMIDITY AFTER TIMESTEP

0 408 PRESSURE AT THETA LEVELS AFTER TS

16 004 TEMPERATURE ON THETA LEVELS

30 451 Pressure at Tropopause Level

30 453 Height at Tropopause Level

34 001 03 MASS MIXING RATIO AFTER TIMESTEP
34 002 NO MASS MIXING RATIO AFTER TIMESTEP
34 004 NO2 MASS MIXING RATIO AFTER TIMESTEP*
34 007 HONO2 MASS MIXING RATIO AFTER TSTEP
34 009 CH4 MASS MIXING RATIO AFTER TSTEP

34 010 CO MASS MIXING RATIO AFTER TSTEP

34 042 CIO MASS MIXING RATIO AFTER TSTEP

34 049 N20 MASS MIXING RATIO AFTER TIMESTEP
34 081 OH MASS MIXING RATIO AFTER TIMESTEP



50 vzz UX BUDGE I: NUy DRY DEPOSIIIUN (3D)
50 031 Ox BUDGET: NOy WET DEPOSITION (3D)
50 041 RXN FLUX: OH+CH4 (CH4 LIFETIME) TROP
50 051 STE: 03

50 061 AIR MASS DIAGNOSTIC (TROP ONLY)

50 062 TROPOSPHERIC MASK

50 063 AIR MASS DIAGNOSTIC (WHOLE ATMOS)
50 219 Ozone column in Dobson Units

Notes:

* NO2 is not available in s34i004 in StratTrop/CheST
** HCl is only available in s34i992 in StratTrop/CheST
** NO2 is only available in s34i996 in StratTrop/CheST

If you are extracting these from MASS, you can use the following file with the moo select command:

§ begin

: stash=(10, 408, 16004, 30451, 30453, 34001, 34002, 34004, 34007, 34009, 34010, 34042, 34049, 34081, 34150, 34992,
34996, 50001, 50002, 50003, 50004, 50005, 50006, 50007, 50011, 50012, 50013, 50014, 50015, 50016, 50017, 50021,
50022, 50031, 50041, 50051, 50061, 50062, 50063, 50219)

T1>={2008/01/01 00:00}
T1<={2008/12/30 23:59}

This page was last modified on 3 January 2018, at 16:34.

This page has been accessed 10,727 times.

Privacy policy About UKCA Disclaimers [£%i] mﬁ f"\'liki




Tropical Mean Age Profile Midlatitude Mean Age Profile

Comparison of the age

of air against satellite
SF¢ data
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Comparison of temperature and
humidity against ECMWF reanalysis

xgywn - ERA Temperature bias
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Comparison of total ozone column
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Ozone (ppbv)
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Comparison of tropospheric ozone and

budget
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MIPs have quantified the tropospheric ozone
budget and we can evaluate our model against

these.

xgywn Ox Net Chemical Production

10° (molecules cm™s™)

Ox Prod = 5.06e+03Tg/yr
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Towards process based model
evaluation

Given the huge number of diagnostics its getting harder and
harder to evaluate models and determine their validity and
there is a movement towards process based evaluation. This
requires evaluation of the processes or
diagnostics/prognostics in the model that contribute to the
e.g. tracer. Once these are identified it is common to
compare to obs and grade using the following:

l | model — Mobs|
3 Oobs

g =1



Name

Description

Mean climate

tmp_nh 60-90° N December—January—February temperatures at 50 hPa

tmp_sh 60-90° S September—October—November temperatures at 50 hPa

umx_nh Maximum Northern Hemisphere eastward wind in December—January—February at 10 hPa

umx_sh Maximum Southern Hemisphere eastward wind in June—July—August at 10 hPa

up_70 Tropical upwelling mass flux at 70 hPa

up_10 Tropical upwelling mass flux at 10 hPa

PW_nh Slope of the regression of the February and March 50 hPa temperatures 60-90° N on the 100 hPa January and February
heat flux 40-80° N

PW_sh Slope of the regression of the August and September 50 hPa temperatures 60—90° S on the 100 hPa July and August
heat flux 40-80° N

Variability

fev_nh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Northern Hemisphere,
poleward of 45° (EOFs are scaled to have the same standard deviation as the original data)

fev_sh Amplitude of the leading mode of variability (EOF) of the 50 hPa zonal-mean zonal wind for the Southern Hemisphere,
poleward of 45° (EOFs are scaled to have the same standard deviation as the original data)

tann Amplitude of the annual cycle at 2 hPa in the zonal-mean zonal wind, 10° S—10° N

SAO Amplitude of the semi-annual oscillation at 1 hPa in the zonal-mean zonal wind, 10° S—10° N

QBO Amplitude of the quasi-biennial oscillation at 20 hPa in the zonal-mean zonal wind, 10° S-10° N

SSW Frequency per year of major sudden stratospheric warmings, defined using reversal of the zonal-mean zonal wind at

10 hPa, 60° N




|
Geosci. Model Dev., 10, 1209-1232, 2017
www.geosci-model-dev.net/10/1209/2017/
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CCMI set up

The Met Office HadGEM3-ES chemistry—climate model: evaluation

1 2 3 4 5 6 7 of stratospheric dynamics and its impact on ozone
tmp_nh
tmp_sh
umx_nh =
umx_sh Jz>
0O . .
up_70 — Table 1. Model simulations.
<
up_10 >
— Name Time Coupled Nudging Smoothing?
PW_nh m period ocean?  time-
P W_S h scale
fev nh REF-C1 1960-2010 No N/A N/A
- REF-C2 1960-2100  Yes N/A N/A
fev_sh < REF-C1SD-24h 1980-2010  No 24h No
z REF-C1SD-48 h 1980-2010  No 48h No
tann = REF-C1SD-24 h, 1980-2010  No 24h Yes
Sao W smoothed
- REF-C1SD-48h, 1980-2010  No 48h Yes
gbo , j smoothed
SSW CCMVal-2 1960-2005 No N/A N/A
(UMUKCA-METO)

CCMVal-2 REF-C1 REF-C2 REF-C1SD_24smth REF-C1SD_48smth REF-C1SD_24 REF-C1SD_48

\ \ l | [ [ [
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Grade




