Overview of MIPs that have applied for CMIP6 Endorsement

Applications follow the template available on the CMIP panel website at http://www.wcrp-

climate.org/index.php/wgcm-cmip/about-cmip

Date: 8 April 2014

Please send any feedback to these applications to the CMIP panel chair (Veronika.Eyring@dIr.de) or
directly contact the individual co-chairs for questions on specific MIPs

Short name of MIP | Long name of MIP
1| AerChemMIP Aerosols and Chemistry Model Intercomparison Project
2| camip Coupled Climate Carbon Cycle Model Intercomparison Project
3| CFMIP Cloud Feedback Model Intercomparison Project
4| DAMIP Detection and Attribution Model Intercomparison Project
5| DCPP Decadal Climate Prediction Project
6 | FAFMIP Flux-Anomaly-Forced Model Intercomparison Project
7 | GeoMIP Geoengineering Model Intercomparison Project
8 | GMMIP Global Monsoons Model Intercomparison Project
9 | HighResMIP High Resolution Model Intercomparison Project
10 [ ISMIP6 Ice Sheet Model Intercomparison Project for CMIP6
11| LS3MIP Land Surface, Snow and Soil Moisture
12 | LUMIP Land-Use Model Intercomparison Project
13 (|OMIP Ocean Model Intercomparison Project
14 | PDRMIP Precipitation Driver and Response Model Intercomparison Project
15| PMIP Palaeoclimate Modelling Intercomparison Project
16 | RFMIP Radiative Forcing Model Intercomparison Project
17 | ScenarioMIP Scenario Model Intercomparison Project
18 [ SolarMIP Solar Model Intercomparison Project
19 | VolMIP Volcanic Forcings Model Intercomparison Project
20 | CORDEX* Coordinated Regional Climate Downscaling Experiment
21| DynVar* Dynamics and Variability of the Stratosphere-Troposphere System
22 | SIMIP* Sea-lce Model Intercomparison Project
23 | VIAAB* VIA Advisory Board for CMIP6

*Diagnostic MIP

ENSOMIP, GDDEX withdrawn

OCMIP6 merged with OMIP




Application for CMIP6-Endorsed MIPs

Please return to CMIP Panel Chair Veronika Eyring (email: Veronika.Eyring@dIr.de)
Date: 10 November 2014

The recently proposed, revised CMIP structure (see information on the CMIP Panel website at
http://www.wcrp-climate.org/index.php/wgcm-cmip/about-cmip) provides for a small set of experiments
to be routinely performed by modeling groups whenever they develop a new model version. The output
from these so-called ongoing CMIP Diagnostic, Evaluation and Characterization of Klima (DECK)
experiments and the CMIP6 Historical Simulation will be distributed for community use via the ESGF
infrastructure. Other Model Intercomparison Projects (MIPs) will build on the CMIP DECK experiments
and the CMIP6 Historical Simulation and augment them to address a broad range of scientific questions.
Additionally proposed MIP experiments together with the CMIP DECK experiments and the CMIP6
Historical Simulation will constitute the suite of simulations for the next phase of CMIP.

MIPs are invited to request endorsement for the next phase of CMIP (i.e., CMIP6). Applications from
MIPs requesting status as a CMIP6-Endorsed MIP should be sent to the CMIP Panel Chair. The current
set of MIP proposals is now complete and will be revised on the agreed timeline. We will review any
additional proposals in a year from now at the next WGCM meeting in October 2015. A MIP may
propose that a subset or even all of their experiments be included as part of the suite of simulations
constituting CMIP6. The CMIP Panel will, together with the WGCM co-chairs, decide whether a MIP
and its experiments meet the criteria for endorsement for CMIP6. Note that it is expected that all
additional experiments proposed for CMIP6 will be scientifically analyzed and exploited by the MIP.

CMIP6-Endsored MIPs can make full use of the ESGF infrastructure. In order to minimize the burden
imposed on modeling groups wishing to participate, the MIPs seeking to be part of CMIP Phase X must
agree to comply with the CMIP standards in terms of experimental design, data format and
documentation. In general the WGCM encourages adhering to the standards in place for CMIP.
The main criteria for MIPs to be endorsed for CMIP6 are

1. The MIP and its experiments address at least one of the key science questions of CMIP6.

2. The MIP demonstrates connectivity to the DECK experiments and the CMIP6 Historical
Simulation.

3. The MIP adopts the CMIP modeling infrastructure standards and conventions.

4. All experiments are tiered, well-defined, and useful in a multi-model context and don’t overlap
with other CMIP6 experiments.

5. Unless a Tier 1 experiment differs only slightly from another well-established experiment, it
must already have been performed by more than one modeling group.

6. A sufficient number of modelling centers (~8) are committed to performing all of the MIP‘s Tier
1 experiments and providing all the requested diagnostics needed to answer at least one of its
science questions.

7. The MIP presents an analysis plan describing how it will use all proposed experiments, any
relevant observations, and specially requested model output to evaluate the models and address
its science questions.

8. The MIP has completed the MIP template questionnaire.
9. The MIP contributes a paper on its experimental design to the CMIP6 Special Issue.
10. The MIP considers reporting on the results by co-authoring a paper with the modelling groups.



AerChemMIP (Aerosols and Chemistry MIP)
Application for CMIP6-Endorsed MIPs

Date: 8 April 2015

» Co-chairs of MIP

William Collins (UK) (W.Collins@reading.ac.uk)
Jean-Francois Lamarque (US) (lamar@ucar.edu)
Michael Schulz (Norway) (michael.schulz@met.no)

» Members of the Scientific Steering Committee

Olivier Boucher (France) (olivier.boucher@Imd.jussieu.fr)
Veronika Eyring (Germany) (veronika.eyring@dlr.de)
Arlene Fiore (US) (amfiore@Ideo.columbia.edu)
Michaela Hegglin (UK) (m.i.hegglin@reading.ac.uk)
Gunnar Myhre (Norway) (gunnar.myhre@cicero.oslo.no)
Michael Prather (US) (mprather@uci.edu)

Drew Shindell (US) (drew.shindell@duke.edu)

Steve Smith (US) (ssmith@pnnl.gov)

Darryn Waugh (US) (waugh@jhu.edu)

Goal of the MIP

Past climate change has been forced by a wide range of chemically reactive gases, aerosols,
and well mixed greenhouse gases (WMGHGs), in addition to CO,. Scientific questions and
uncertainties regarding chemistry-climate interactions range from regional scales (e.g.,
tropospheric ozone and aerosols interacting with regional meteorology), to long-range
connections (e.g., hemispheric transport of air pollution, the impacts of lower stratospheric
ozone and temperatures on surface climate), to global integration (e.g., the lifetimes of CH,4
and N,0).

AerChemMIP proposes to contribute to CMIP6 through the following: 1) diagnose forcings
and feedbacks involving NTCF's, (namely tropospheric aerosols, tropospheric Os precursors,
and CH4) and the chemically reactive WMGHGs (e.g.,, N,O, also CH;, and some
halocarbons** including impacts on stratospheric Os), 2) document and understand past
and future changes in the chemical composition of the atmosphere, and 3) estimate the
global-to-regional climate response from these changes.

! Near Term Climate Forcers



The AerChemMIP Tier 1 simulations focus primarily on understanding atmospheric
composition changes (from NTCFs and other chemically-active anthropogenic gases) and
their impact on climate. We have devised a series of experiments that contrast the forcing
of various NTCFs with that of WMGHGs in historical and future climate change. In addition,
the proposed chemistry-climate simulations will enable diagnosis of changes in regional air
quality (AQ) through its coupling to large-scale changes in O3-CH4-PM, 5. We will work in
collaboration with REMIP and DAMIP to provide a comprehensive analysis of ERF and the
regionally-resolved climate forcing signature from tropospheric NTCFs. For some of the
specifically attributable climate forcings, in particular those at the 10s of mW m™ level, the
actual climate change will be difficult to detect in a transient simulation or even a time slice
of several decades. AerChemMIP is a joint, consolidated effort for CMIP6 from two
international communities -- Aerosol Comparisons between Observations and Models
(AeroCom, http://aerocom.met.no/Welcome.html) and the IGAC/SPARC Chemistry-Climate
Model Initiative (CCMI, http://www.met.reading.ac.uk/ccmi/). Experiments suggested for
CCMI Phase 2 [Eyring et al., 2013b], which are traditionally run using chemistry-climate
models (CCMs) with mostly prescribed sea surface temperatures and sea ice concentrations,
complement this set of AerChemMIP/CMIP6 experiments. Further experiments in AeroCom
phase Il aim to understand sensitivity of aerosol forcing to aerosol formation and loss
processes.

**We do not specifically consider the very long-lived F-gases (SFs, PFCs, and some HFCs) as
their abundance is not affected by chemistry on a century time scale.**

Overview

Aerosols and ozone were identified in IPCC AR5 (Myhre et al., 2013) as the main sources of
uncertainty in the radiative forcing since pre-industrial times. Uncertainties in projecting the
chemically reactive WMGHGs as well as future air quality from global changes were also
identified in AR5 [Kirtman et al., 2013]. In addition to changing anthropogenic emissions
evaluated in AR5, natural aerosols originating from biogenic sources, dust or sea-salt are a
primary contributor to the uncertainty in current forcing (Carslaw et al. 2013). Due to the
nonlinear response of clouds to the background level of aerosols, the response of the
climate system to human perturbations will depend critically on the natural aerosol
background (Carlton et al., 2010).

Beyond aerosols, the biogeochemistry of ecosystems provides large sources of the
WMGHGs CH4 and N»O, as well as O3 precursors (lightning and soil nitrogen oxides, volatile
organic compounds, wildfire emissions). These sources are likely to be affected by climate
change, leading to a variety of feedbacks that to date have only been quantified from a
limited number of studies (and models) and thus demand for a coordinated set of
simulations that allows for a consistent and clean comparison between models.

Anthropogenic emissions of NTCFs have been responsible for a climate forcing that is
presently nearly equal in magnitude to CO,-forcing. These emissions have led to a variety of
global climate impacts such as regional patterns of temperature and precipitation, with a
magnitude similar to the global-mean equivalent ERF of WMGHG. In addition, NTCF ERF is



inherently inhomogeneous, and there is some evidence that where NTCF on a regional scale
is large, the climate response differs from the globally equivalent ERF —i.e., there is some
regional response to regional ERF.

NTCF emissions are also responsible for driving regional and local air quality (AQ). This has
led to the recognition that a combined strategy of mitigating climate change and air
pollution together has clear economic benefits compared to separate mitigation (IPCC, 2014
— WG3 SPM). In our future world, most, if not all scenarios lead to changes in the emissions
and meteorology that determine air quality and create pollution episodes. The knowledge
base used to manage air pollution to date must be updated based on more comprehensive
information that CMIP6 will provide on future air chemistry climatologies. The exposure
risks of human health and assets (agriculture, built environment, ecosystems) will be driven
by daily variations in surface ozone and particulate matter in addition to deposition of
nitrate and sulfate and any land-use change interacting with atmospheric changes.

The forcing of climate by ozone changes results from tropospheric increases and lower
stratospheric decreases, with interaction between those. They are the result of combined
impacts from climate change and multiple emission changes. For example, one of the largest
components of CH4 emissions’ ERF is that from the increase in tropospheric Os. In addition,
stratospheric Oz losses due to ozone depleting substances (ODS) since the 1970s has led to
significant cooling of the lower stratosphere, and through the Antarctic ozone hole is linked
to changes in tropospheric circulation and rainfall patterns in the southern hemisphere,
especially during summer (WMO, 2014). In the Southern Hemisphere, future summertime
circulation changes are controlled by both the ozone recovery rate and the rate of GHG
increases [Eyring et al., 2013a], indicating the need to account for ozone changes in future
climate projections.

Since some models participating in CMIP6 do not have interactive chemistry and aerosol
schemes, AerChemMIP will also provide historical and future time-varying aerosol, ozone,
and stratospheric water vapour concentration fields for CMIP6. The ozone database will be
an update of the database provided for CMIP5 by [Cionni et al.,, 2011]. This data will be
generated from a mixture of CCMs and CTMs simulations which are not themselves part of
CMIP6.

Overview of the Proposed Tier 1 Experiments

The AerChemMIP Tier 1 simulations focus on two science questions

1. How have NTCF and ODS emissions contributed to global ERF and affected regional
climate over the historical period?

2. How will future policies (on climate/AQ/land use) affect the NTCFs and their climate
impacts?

3. How have WMGHG concentrations forced climate (including through their chemical
impacts) over the historical period?

In the following sections, we discuss each question separately and provide for each science
guestion the description of the simulations necessary to answer the stated question. Note



that we emphasize the use of the Effective Radiative Forcing (ERF) to measure climate
forcing. We have provided at the end of this document a description of the methodology
associated with this calculation.

1. How have NTCF and ODS emissions contributed to global ERF and affected regional
climate over the historical period?

Anthropogenic non-CO, emissions (e.g., NTCFs, GHGs like halocarbons and N,O0,...) have led
to a climate forcing that is commensurate to CO,-forcing on regional scales, especially over
the last few decades.

By way of their associated large uncertainty in radiative forcing since pre-industrial times,
ozone and aerosols in particular are a key factor behind the large uncertainty in constraining
climate sensitivity over the record of observed data. These NTCFs have an inhomogeneous
spatial distribution and the degree of regional temperature and precipitation responses to
such heterogeneous forcing remains an open question within the scientific community. It is
further unclear whether NTCFs, which are primarily located at Northern Hemisphere mid
latitude land areas have led to a larger climate response there, relative to forcing from
WMGHGs.

One unambiguous regional response to inhomogeneous climate forcing concerns the
Southern hemisphere summertime surface circulation changes induced by the Antarctic
ozone hole as an indirect response to ozone-depleting halocarbons. These changes have
been argued to lead to changes in rainfall patterns, ocean circulation, and sea-ice cover. The
relative role of these ozone-induced changes compared to other anthropogenic forcings and
natural variability is not fully resolved by the scientific community (with some studies
reaching contradictory conclusions). Hence there is a need for multi-model ensemble of
simulations, especially with models resolving stratospheric chemistry that isolate the role of
stratospheric ozone depletion.

Experiment 1.1: Transient historical coupled ocean climate impacts of NTCFs and of ozone
depleting halocarbons (note: this builds on CMIP6-historical-simulation, which is used as the
reference simulation, and requires AerChemMIP diagnostics therein)

1.1.1 Perturbation: Historical WMGHG (including halocarbon) concentrations, 1850
NTCF emissions. 165 years, 1-3 ensemble members

1.1.2 Perturbation: Historical WMGHG concentrations and NTCF emissions, 1950
halocarbons. 65 years (branched from CMIP6 historical in 1950), 1 up to the
number of ensemble members performed for the CMIP6 historical

Experiment 1.2: Estimating ERFs through specified transient historical SST simulations (see
note on ERFs below).

Perform 1850-2014 (1 ensemble member only) simulation with all forcings as in CMIP6
historical but with

1.2.1 1850 all NTCF emissions (including biomass burning). 165 years



1.2.2 1950 ODSs. 65 years (1950-2014)

Experiment 1.3. Time-slice simulations based on the 1850 control SSTs to compute the ERF
for 1850 and 2014 for all NTCF (e.g. AR5 fig 8.15). This requires two simulations

1.3.1 Control: 1850 WMGHG concentrations and 1850 NTCF emissions. 20 years
1.3.2 Perturbation: 1850 WMGHG concentrations, 2014 NTCF emissions. 20 years

2. How will future policies (on climate/AQ/land use) affect the NTCFs and their climate
impact? What are the patterns of associated climate forcing, and how do these patterns
translate into temperature and precipitation changes?

For the upcoming decades policy makers will be making choices in 3 broadly defined areas
1) climate change policies (targeting mostly WMGHGs), 2) air quality policies (targeting
mostly NTCF emissions including CH4 that are precursors of tropospheric aerosols and
tropospheric ozone) and 3) land-use policies. AerChemMIP aims to identify the patterns of
chemical change at the global and regional levels as well as the ERF associated with NTCF
mitigation efforts (focusing on policy choices in areas 1 and 2 above), and their climate
(surface temperature and precipitation) and environmental (health, ecosystem, visibility, ...)
impact between 2015 and 2055 (this is the time frame over which aerosol and precursor
emissions are expected to be significant). The impact analysis will be performed by
contrasting the following simulations: a) SSP3-7 from ScenarioMIP (note that additional
diagnostics will have to be included for those simulations to be useful for AerChemMIP)
since it has high aerosol emissions and b) a perturbation experiment where air quality
policies (or maximum feasible reductions) are applied to the SSP3-7 NTCF emissions, and
therefore lead to much reduced NTCF emissions. These perturbations will be designed in
collaboration with ScenarioMIP to ensure that perturbations are consistent with the
underlying story line of the scenario in consideration.

Experiment 2.1: Transient coupled ocean climate impacts

2.1.1 Reference: SSP3-7 (to be performed under ScenarioMIP)

2.1.2 Perturbation: SSP3-7 with reduced NTCF (aerosol and tropospheric ozone
precursors, including methane) 41 years, 1-3 ensemble members (3
recommended)

Experiment 2.2: Estimating ERFs through fixed-SST simulations (S5Ts from 2.1.1)

2.2.1 Control: as Experiment 2.1.1 using archived SSTs from 2.1.1
41 years, one ensemble

2.2.2 Perturbation: Only black carbon emissions as in Experiment 2.1.2 (this is to
isolate the specific role of black carbon in near-term policy decisions)
41 years, one ensemble

2.2.3 Perturbation: All aerosol precursor emissions (but not NOx) as in 2.1.2,
41 years, one ensemble

2.2.4 Perturbation: All ozone precursors except methane kept the same asin 2.1.2,
41 years, one ensemble



2.2.5 Perturbation: Methane kept the same asin 2.1.2,
40 years, one ensemble

3. How have chemically reactive WMGHGSs affected the forcing over the historical period?

Under this question, we focus in Tier one on estimating the forcing from changes in
methane on ozone (tropospheric and stratospheric), aerosol oxidation, and emissions of
natural aerosols, including the climate impacts associated with those changes. Note that
only ERF estimates are calculated, while the associated transient coupled simulations are in
Tier 2.

Experiment 3.1: Estimating ERFs through specified SST simulations (SSTs taken from CMIP6
historical simulation)

Perform 1850-2015 (1 ensemble member only) simulation with all forcings (and
including chemistry feedbacks on tropospheric and stratospheric ozone) as in transient
historical but with

3.1.1 1850 CH,4. 165 years

Total amount of Tier 1 simulation years

Experiments 1.x.x: 540y - 940y (overlap w DAMIP ca ???y-???y) (overlap w RFMIP ca ??y)
Experiments 2.x.x: 246y - 328y (excluding 2.1.1, run under ScenarioMIP)
Experiments 3.x.x: 165y

Synergy with other MIPs — Model diagnostics

Experiment 1.1.1/1.1.2 parallels similar forcing attribution simulations in DAMIP but include
chemistry responses and diagnostics.

Experiments 1.2.4/1.2.5/3.2.1/3.2.2: These parallel similar ERF calculations in RFMIP, but
start from emission changes rather than concentration changes

Experiments 2.1.1/2.1.2 extend the ScenarioMIP simulations to separate out the impact of
AQ policies and NTCFs

Model diagnostics specific to AerChemMIP Tier 1 experiments need to be implemented also
in the DECK and CMIP6-historical-simulation. The diagnostics will be contributed to the
CMIP6 data request by AerChemMIP. If models have not all components to compute
dynamic aerosols, tropospheric or stratospheric chemistry, models are requested to
consider using the forcing fields of chemical compounds provided by AerChemMIP when
performing AerChemMIP Tier 1 experiments.



Overview of the Proposed Tier 2 and 3 Experiments

AerChemMIP also includes additional experiments to document with an eventually more
limited set of models complementing science questions, which are based on tier 1
experiments, and make efficient use of the general set-up of CMIP6. Tier 2 and 3 add detail
to the Tier 1 experiments 1.1, 1.2, 1.3 and 3.1 by addressing extra combinations of NTCFs
and reactive WMGHGs. They also add two additional science objectives.

4. Quantifying the climate feedbacks through changes in natural emissions (FDBCK)
5. Quantifying the uncertainties associated with anthropogenic emissions (ChemDOC)

Note that all except one Tier 2 and 3 simulations rely on AGCM simulations, i.e. sea-surface
temperatures (and sea-ice distribution) are specified from an existing fully-coupled
simulation in Tier 1.

Experiment 1.1: Transient historical coupled ocean climate impacts of NTCFs and of ozone
depleting halocarbons

1.1.3 Perturbation: Historical WMGHG (including halocarbon) concentrations, 1850
aerosol (but not NOx) emissions, 165 years, 1-3 ensemble members . Tier 2

Experiment 1.2: Estimating ERFs through specified transient historical SST

1.2.3 1850 all tropospheric ozone precursor emissions. 165 years. Tier 2
1.2.4 1850 all aerosol emissions (except NOx). 165 years. Tier 2

Experiment 1.3. Time-slice simulations based on the 1850 control SSTs to compute the ERF
for 1850 and 2014 (e.g. AR5 fig 8.15).

1.3.3 Perturbation: 1850 WMGHG concentrations, 2014 aerosol (not NOx)
emissions. 20 years. Tier 2

1.3.4 Perturbation: 1850 WMGHG concentrations, 2014 BC emissions.
20 years. Tier 2

1.3.5 Perturbation: 1850 WMGHG concentrations, 2014 tropospheric ozone
precursor emissions. 20 years. Tier 2

1.3.6 Perturbation: 1850 WMGHG (except CH4) concentrations, 1850 NTCF
emissions, 2014 CH4 concentrations. 20 years. Tier2

1.3.7 Perturbation: 1850 WMGHG (except N20) concentrations, 1850 NTCF
emissions, 2014 N20 concentrations. 20 years. Tier 2

1.3.8 Perturbation: 1850 WMGHG (except ODS) concentrations, 1850 NTCF
emissions, 2014 ODS concentrations. 20 years. Tier 2

1.3.9 Perturbation: 1850 WMGHG concentrations, 2014 NOx emissions.
20 years. Tier 3

1.3.10 Perturbation: 1850 WMGHG concentrations, 2014 CO/VOC emissions.
20 years. Tier 3



Experiment 3.1: Estimating ERFs through specified SST simulations
3.1.2 1850 N20. 165 years. Tier 2

4. Quantifying the climate feedbacks through changes in natural emissions

Climate change will have affected (and will affect) the natural emissions of natural NTCFs
and reactive WMGHGs. These natural emissions will have an ERF and so feedback onto
climate change. Ideally experiments would analyse the effects of constant vs varying
emissions, however this is too complex to implement. The experiments proposed here
simply double the natural emissions. The ERFs of natural WMGHGs (e.g. wetland methane)
are not calculated as these can be obtained from experiment 1.3.

Experiment 4.1: Quantifying the ERFs of double natural emissions (based on 1850) control.

4.1.1 1850 doubled dust emissions. 20 years. Tier 2

4.1.2 1850 doubled sea salt emissions. 20 years. Tier 2

4.1.3 1850 doubled emissions of oceanic DMS. 20 years. Tier 3
4.1.4 1850 doubled fire emissions. 20 years. Tier 3

4.1.5 1850 doubled biogenic VOCs. 20 years. Tier 3

4.1.6 1850 doubled lightning NOx. 20 years. Tier 3

4.1.7. 1850 doubled wetland emissions of methane. 20 years. Tier 3

In addition, we will study the chemistry impact of land-use changes through biogenic
emissions (LU-NTCF). This will be performed with AerChemMIP diagnostics, but using the
same protocol as the land-use change experiment in LUMIP, i.e. based on SSP3-7 but with
land use from SSP1-2.6.

Total amount of simulation years. Tier 2 = 900-1230, Tier 3 =140

Model Diagnostics and Performance Metrics for Model Evaluation

AerChemMIP will contribute to the CMIP6 data request by suggesting aerosol and chemistry
related output that is required for model evaluation (including the characterization of air
quality extremes) and for diagnosing radiative forcings from NTCFs. In addition,
AerChemMIP will contribute to the development of the Earth System Model Evaluation
Tools (ESMValTool, [Righi et al., 2014]), the documentation of aerosol parameters via the
AeroCom tools and will include important chemistry-related diagnostics and performance
metrics for CMIP6 model evaluation.

Design of Effective Radiative Forcing simulations.

The proposed simulations combine analysis of the effective radiative forcing (ERF) and the
consequent climate impacts of NTCFs. The RF from WMGHGs will be provided by RFMIP.



The ERFs are calculated by comparing the net TOA radiation fluxes between two runs with
the same SSTs but with perturbed NTCF emissions (see below). Internal variability (mainly
clouds) generates considerable noise therefore 20 years of simulation are needed to
characterize the present day ERF from NTCFs. Alternatively, models that can nudge their
simulated model winds (only, towards meteorological analyses or previously generated
meteorological fields) should be able to identify a statistically-significant signal with as little
as 3 years of simulation. In a similar way a pair of runs driven by evolving SSTs but with and
without evolving NTCF emissions will provide the time evolution of the NTCF ERF.

For the temperature and precipitation impacts, simulations with a coupled ocean are
needed. Again, this requires a pair with and without evolving NTCF emissions in order to
compute the impacts. The internal variability in the coupled ocean models is larger than
with fixed SSTs, so at least 3 ensemble members will be needed.

The effective radiative forcing (ERF) was introduced in IPCC AR5 [Boucher et al., 2013; Myhre
et al., 2013]. The definition is given as follows: ‘ERF is the change in net TOA downward
radiative flux after allowing for atmospheric temperatures, water vapour and clouds to
adjust, but with surface temperature or a portion of surface conditions unchanged’. This is
different from the traditional radiative forcing (RF) concept where surface and tropospheric
temperature and other variables such as water vapour and clouds must be kept fixed.
Quantification of a climate driver by ERF and RF provides different results for some aerosol
effects where the latter concept allows quantification of semi-direct effect and second
indirect aerosol effect (ERF of aerosol-radiation interaction and aerosol-cloud interaction,
respectively). For greenhouse gases RF and ERF are more similar in magnitude, but the latter
has larger uncertainty.

Two ways to simulate ERF is currently used, namely; i) net TOA fluxes from fixed-sea surface
temperature (SST) simulations and ii) regression of transient temperature response with the
initial radiative perturbation [Gregory et al., 2004]. The two methods for simulating ERF are
illustrated in [Boucher et al., 2013; Sherwood et al., 2014]. Both ERF methods have their
advantages and disadvantages [Boucher et al., 2013; Myhre et al., 2013]. The regression
method can be applied to many of the typical CMIP runs, but require long runs (at least 20
years) with a significant radiative perturbation. The fixed-SST method can by applied to
relatively small radiative perturbations, but not all modelling groups have access to fixed-
SST type simulations.

The fixed-SSTs approach can further be applied with additional radiation calls to diagnose
the various aerosol effects [Ghan et al., 2012]. Separate diagnostics for shortwave and
longwave changes are applied. To diagnose the indirect aerosol effect and semi-direct effect
the scattering and absorption by aerosols are neglected by setting refractive indexes of
anthropogenic aerosol to zero, see [Ghan et al., 2012] for further details.
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Coupled Climate Carbon Cycle MIP (C4MIP)
Application for CMIP6-Endorsed MIPs

31 March 2015

The Coupled Climate Carbon Cycle MIP, C*MIP, requests formal endorsement by WGCM for the next
phase of CMIP (CMIP6).

Background and motivation

The carbon cycle is the key addition to physical climate models that makes them “Earth System Models”
(ESMs). CMIP5 was the first CMIP phase to include ESMs as the standard climate change modeling
tool and carbon cycle results featured strongly in the IPCC 5™ Assessment Report (see for example WG1
SPM, TS, chapters 6, 9, 12 and WG2 chapter 4). WG1 SPM highlighted the direct link from
anthropogenic emissions to global climate change through the policy relevant Transient Response to
Cumulative Emissions (TCRE). This is a key advance over AR4 — an advance only possible due to the
inclusion of the carbon cycle in physical climate models.

C*MIP has been central in this development work, and the first C*MIP intercomparison paper
(Friedlingstein et al., J. Clim., 2006) now has more than 1000 citations. Extensive use was made of the
carbon cycle simulations in the CMIP5 database which led to a Journal of Climate Special Issue titled
“Climate—Carbon Interactions in the CMIP5 Earth System Models”
(http://journals.ametsoc.org/page/C4MIP)

Further development, evaluation and assessment of carbon cycle processes are one of the key focus areas
for global climate modelling centres and we fully expect carbon cycle processes to be of fundamental
importance in CMIP6 (and beyond).

Proposals from MIPs should include the following information:

*  Preliminary information used to determine whether a MIP should be endorsed for CMIP6 or not.
** Information that must be provided later (and before the panel can determine which experiments, if
any, will be incorporated in the official CMIP6 suite).

> Name of MIP

Coupled Climate Carbon Cycle MIP (C*MIP)

» Co-chairs of MIP (including email-addresses) (alphabetical order)

Vivek Arora, Canadian Centre for Climate Modelling and Analysis, Canada, vivek.arora@ec.gc.ca
Pierre Friedlingstein, University of Exeter, UK, p.friedlingstein@exeter.ac.uk

Chris Jones, Met Office Hadley Centre, UK, chris.d.jones@metoffice.gov.uk



» Members of the Scientific Steering Committee
Co-chairs plus a steering committee providing additional expertise:
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Ocean biogeochemistry: Laurent Bopp (IPSL, France), John Dunne (GFDL, USA) and Tatiana
llyina (MPI, Germany)

Nitrogen cycle: Sonke Zaehle (MIP, Germany)

Permafrost: Charles Koven (LBL, USA)

Observations: Heather Graven (Imperial College, UK), Martin Jung (MPI, Germany)
Evaluation/iLAMB: Forrest Hoffman (ORNL, USA), Jim Randerson (UC Irvine, USA)
Land use change/LUMIP: Julia Pongratz (MPI, Germany), Victor Brovkin (MPI, Germany)

Additional experts on related activities might be invited to attend SSC meetings (eg. land use forcing
(LUMIP), methane emissions, offline analysis (OCMIP, TRENDY), Remote sensing data, TCRE, ...)

Several of the SSC members are also members of other MIPs : ScenarioMIP (Friedlingstein), LUMIP
(Jones, Brovkin, Pongratz), OCMIP (Bopp)

» Link to website (if available)

TBC

> Goal of the MIP and a brief overview
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The primary focus of CAMIP is to understand and quantify future (century-scale) changes in land
and ocean carbon storage and fluxes

Idealized experiments will be used to separate and quantify the sensitivity of land and ocean
carbon cycle to changes in climate and changes in atmospheric CO, concentration

Historical experiments will be used to evaluate model performance and investigate potential for
future constraints

Future scenario experiments will be used to quantify future changes in carbon storage and hence
quantify the atmospheric CO, concentration and related climate change for given CO, emissions,
or diagnose the emissions compatible with a prescribed atmospheric CO; concentration pathway

» References (if available)
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Friedlingstein, P. and coauthors (2006): Climate—carbon cycle feedback analysis: Results from
the C4AMIP model intercomparison, Journal of Climate, 19(14), 3337-3353

Arora, V.K. and coauthors (2013) Carbon-Concentration and Carbon-Climate Feedbacks in
CMIP5 Earth System Models. Journal of Climate, Vol. 26, Iss. 15, pp. 5289-5314.

Friedlingstein, P. and coauthors (2013) Uncertainties in CMIP5 Climate Projections due to
Carbon Cycle Feedbacks. Journal of Climate, Vol. 27, Iss. 2, pp. 511-526.

Jones, C. D. and coathors (2013) Twenty-First-Century Compatible CO, Emissions and Airborne
Fraction Simulated by CMIP5 Earth System Models under Four Representative Concentration
Pathways. Journal of Climate, Vol. 26, Iss. 13, pp. 4398-4413.

Gillett, N. P., et al. (2013) Constraining the Ratio of Global Warming to Cumulative CO2
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IPCC AR5 WG1 SPM, TS and Chapters 6, 9 and 12
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0 Anav, A, et al. "Evaluating the land and ocean components of the global carbon cycle in the
CMIP5 Earth System Models.” Journal of Climate 26.18 (2013): 6801-6843.

0 Todd-Brown, K. E. O., et al. "Causes of variation in soil carbon simulations from CMIP5 Earth
system models and comparison with observations.” Biogeosciences 10.3 (2013): 1717-1736.

o Hoffman, Forrest M., et al. "Causes and implications of persistent atmospheric carbon dioxide
biases in Earth System Models." Journal of Geophysical Research: Biogeosciences 119.2 (2014):
141-162.

» An overview of the proposed experiments

C4AMIP will build on the DECK and the CMIP6 Historical Simulation. The following simulations
are pre-requisite for CAMIP participation:

DECK simulations
Control simulation
Requested for diagnosis of model drift (drift in land and ocean carbon pools)

- CAMIP expects a control run for each configuration of a model which contributes.
Concentration-driven control run is required, with prescribed pre-industrial atmospheric CO2,
to parallel concentration driven simulations. An emissions-driven control run (emissions
set to zero, but simulated evolution of atmospheric CO2 concentration) is required to
parallel emissions driven simulations.

CMIP 1% per year increasing CO, up to 4xCO, simulation

Requested as baseline for the CAMIP climate-carbon cycle feedback analysis; also requested for
assessment of TCRE. Nitrogen deposition in this simulation should be held fixed at the pre-industrial
values used for the control run.

CMIP6 Historical Simulation
CMIP6 Emissions-driven Historical Simulation with interactive CO2 and forced by prescribed
CO2 emissions

- As for the control run, CAMIP expects historical simulations with each configuration of the
model. Hence an emissions-driven historical simulation is required. Will be used for
model evaluation and starting conditions for scenario simulations from Tierl

CAMIP SIMULATIONS

CAMIP- Tier 1
1.1: 1%BGC (“esmlpcbgc™): biogeochemically-coupled version of 1% per year increasing CO; up
to 4xCO, simulation. CO, increase only affects carbon cycle models, radiative code sees pre-
industrial CO,
Requested for the CAMIP climate-carbon cycle feedback analysis. Nitrogen deposition in this
simulation should be held fixed at the pre-industrial values used for the control run.



1.2: Emission-driven future scenario (SSP-based RCP SSP5-8.5) up to 2100 (“esmssp5-857):
Requested for analysis of impact of carbon cycle feedbacks on climate projections over the 21st
century. Also requested for assessment of cumulative emissions compatible with climate targets.
Starting conditions taken from emissions-driven Historical simulation.

CAMIP- Tier 2
2.1: 1%RAD (“esmlpcrad”): radiatively-coupled version of the 1% per year increasing CO, up to
4xCO, simulation. CO; increase only affects the radiative code, carbon cycle models see pre-industrial
CO,
Requested for further CAMIP climate-carbon cycle feedback analysis (non-linearities/synergies).
Nitrogen deposition in this simulation should be held fixed at the pre-industrial values used for the
control run.

2.2: 1% with N-deposition: additional feedback simulations for models with an interactive nitrogen
cycle*.

2.2.1 (*esmlpccouNdep”): 1%COU-Ndep. Fully coupled, concentration driven 1% simulation
with time varying anthropogenic nitrogen deposition**.

2.2.2 (“esmlpcbgcNdep™): 1%BGC-Ndep. BGC-coupled, concentration driven 1% simulation
with time varying anthropogenic nitrogen deposition.
* note, “interactive nitrogen cycle” could mean either or both terrestrial or marine. Any model whose
carbon stores/fluxes would be affected by the presence or absence of nitrogen deposition to perform
these runs
** N-deposition fields to be provided by C4AMIP in conjunction with AerchemMIP. Details TBC.

2.3: Concentration-driven CMIP6 Historical/SSP5-8.5 simulation, BGC mode

Requested for assessment of CO2-carbon cycle feedbacks over the 21% century; also for assessment of
CO2 induced warming. Extension to 2300 recommended. Requires groups to have performed the C-
driven SSP5-8.5 scenario (and extension) in ScenarioMIP.

2.3.1: HistBGC (“esmhistbgc™). Historical, concentration-driven, simulation parallel to standard
Historical run, but with radiative effects of CO2 disabled — i.e. the radiation code is fed the time-
invariant CO2 concentration from the control run.

2.3.2: SSP5-8.5-BGC (“esmssp5-85bgc™). SSP5-RCP8.5, concentration-driven, simulation to
2100 parallel to standard SSP5-8.5 simulation from ScenarioMIP, but with radiative effects of CO2
disabled — i.e. the radiation code is fed the time-invariant CO2 concentration from the control run.

2.3.3: SSP5-8.5-EXT -BGC (“esmssp5-85extbgc™). Extension of 2.3.2 to 2300 following the
“high” extension of SSP5-8.5 decided on in ScenarioMIP.

SUMMARY OF C4MIP PROPOSAL



Category  Type of Scenario = Emissionor  Coupling Simulation  Short name  Use by other
concentration mode years
driven
Tier 1
1%BGC | Idealised 1% per C-driven CO2 140 esmlpcbgc | OCMIP,
year CO2 only, affects LS3MIP
BGC mode BGC
SSP5-8.5 | SSP5-8.5 up to E-driven Fully 85 esmssp5-85 | ScenarioMIP,
2100 coupled LUMIP,
OCMIP,
LS3MIP
Tier 2
1%RAD | Idealised 1% per C-driven CO2 140 esmlpcrad | OCMIP,
year CO2 only, affects LS3MIP
RAD mode RAD
1%COU- | Idealised 1% per C-driven Fully 140 esmlpccou | OCMIP
Ndep year CO2 only, coupled Ndep
fully coupled,
increasing N-
deposition
1%BGC- | Idealised 1% per C-driven CO2 140 esmlpcbgc | OCMIP
Ndep year CO2 only, affects Ndep
BGC mode, BGC
increasing N-
deposition
Hist/SSP | Historical+SSP5- C-driven CO2 I. 155 | esmhistbgc, | ScenarioMIP,
5-8.5- 8.5 up to 2300, affects ii. 85 esmssp5- | OCMIP,
BGC BGC mode BGC i 200 85bgcand | LS3MIP,
i esmssp5- | DAMIP
85extbgc

» An overview of the proposed evaluation/analysis of the CMIP DECK and CMIP6 experiments

C4AMIP for CMIP6 will have a strengthened focus on model evaluation against observation-based
estimates of carbon quantities.

Using the emission-driven historical simulation from DECK:

0 Model evaluation: coordinated top-down and bottom-up metrics of performance for key land and
ocean quantities (as in Anav et al., 2013, Hoffman et al., 2014), in emission driven historical
simulations: analysis of simulated atmospheric CO; (concentration and isotopic composition) and
evaluation against long-term observations (eg. Mauna Loa). Work in conjunction with European

project, CRESCENDO.

0 Use of emerging constraints based on carbon cycle interannual variability to constrain future
projections (as in Cox et al., Nature 2013, Wenzel et al., JGR 2014) using the historical

simulation and the CMIP1% simulations




o
o

Quantify and explain changes since CMIP5 (show “demonstrable progress™)

Link with WGCM/WGNE metric panel for essential carbon cycle variables and with Obs4MIP
for observation datasets.

Using the CMIP 1% DECK and the 1% BGC, RAD simulations from C4MIP:
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o

(0]

(0}

Quantification of the strength of carbon-concentration and carbon-climate feedbacks terms of
Friedlingstein et al. (JClim. 2006) and their non-linearities (as in Gregory et al. JClim. 2009),
assessment of magnitude, uncertainty, and changes since CMIP5

Role of external forcing of the nitrogen cycle by anthropogenic N-deposition in influencing
carbon cycle feedbacks and sensitiviteis.

Assessment of the transient climate response to cumulative carbon emissions (TCRE), its
magnitude, uncertainty and changes since CMIP5 as well as the impact of climate change on
TCRE (using COU and BGC simulations).

Quantification of response of natural CH,; and N,O emissions to climate and CO, changes

Using the SSP5-8.5 simulations

(0]

In the emission driven case, these simulations will allow to quantify the effect of climate change
(and land use change) on the global carbon cycle and atmospheric CO, and hence on the climate
response (when compared to the SSP5-8.5 concentration driven simulation from ScenarioMIP)

Quantification the uncertainty in simulated atmospheric CO, concentration (emissions-driven
simulations).

Analysis of TCRE based on SSP scenarios and its comparison with TCRE estimated from the
idealized CMIP 1% simulations. Characterization of cumulative emissions allowed to likely stay
below a given climate target (as in IPCC AR5).

Analysis of changes in land and ocean carbon pools for future scenarios as a result CO, increase,
climate change and of anthropogenic LUC (in coordination with LUMIP).

o CAMIP E-driven SSP5-8.5 to form the control for LUMIP E-driven simulation with
alternative land-use scenario (from SSP1-2.6).

Assessment of risk of longer term carbon release from permafrost, vegetation dieback, change in
oceanic circulation and impact on ocean carbon sink for the extension up to 2300.

For the SSP5-8.5, BGC mode: analysis of CO2-carbon cycle feedbacks over the 21% century in a
scenario world (as opposed to the idealized 1% world); assessment of CO2 induced warming (by
comparison with the fully coupled scenario run); assessment of processes relating carbon uptake
to ocean heat uptake and how feedback metrics vary on long timescales (especially in the ocean).

» Proposed timing*

We propose to ask modeling groups to provide results by end of 2016 from their COU and BGC 1% per
year CO2 simulations. The analyses of historical and scenarios will depend on when their results become
available (to be coordinated with Historical CMIP6 and ScenarioMIP).

» Synergies with other MIPS
ScenarioMIP

ScenarioMIP will coordinate the concentration-driven scenario simulations. C4AMIP will coordinate the
emission-driven scenario simulations. This will allow investigating the impact of carbon cycle feedbacks
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on climate projections. It will hence confirm (or infirm) the CO, concentration pathways used in
ScenarioMIP and provided by the IAM models.

LUMIP

Scenario simulations will include land-use change as a forcing. The analysis of its impact on land carbon
cycle and climate system

OCMIP
Analysis of oceanic response in 1% and SSP scenarios will be done in collaboration with OCMIP.

LS3MIP
Analysis of land response in 1% and SSP scenarios will be done in collaboration with LS3MIP.

DAMIP

Analysis of the emission-driven historical run in fully coupled mode and BGC only mode will help
detection and attribution of historical role of CO2 emissions on climate and carbon cycle.

> Data request
Sent separately

Output request will require further harmonization with LUMIP, LS3MIP and OCMIP requests.

» Model diagnostics and performance metrics for model evaluation

o We propose to use iLAMB/ESMVal and other software evaluation packages for evaluation of
the carbon cycle in the historical emissions forced simulations



For each proposed experiment to be included in CMIP6**

(0]

o
o
o

the experimental design;
the science question and/or gap being addressed with this experiment;
possible synergies with other MIPs;

potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability (IAV)
community, and (D) policy makers.

If possible, a prioritization of the suggested experiments, including any rationale**

All model output archived by CMIP6-Endorsed MIPs is expected to be made available under the
same terms as CMIP output. Most modeling groups currently release their CMIP data for
unrestricted use. If you object to open access to the output from your experiments, please explain the
rationale.**

List of output and process diagnostics for the CMIP DECK/CMIP6 data request™*
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whether the variable should be collected for all CMIP6 experiments, or only some specified
subset and whether the output is needed from the entire length of each experiment or some
shorter period or periods;

whether the output might only be relevant if certain components or diagnostic tools are used
interactively (e.g. interactive carbon cycle or atmospheric chemistry, or only if the COSP
simulator has been installed);

whether this variable is of interest to downstream users (such as impacts researchers, WG2
users) or whether its principal purpose is for understanding and analysis of the climate system
itself. Be as specific as possible in identifying why the variable is needed.

whether the variables can be regridded to a common grid, or whether there is essential
information that would be compromised by doing this;

the relative importance of the various variables requested (indicated by a tiered listing) is
required if the data request is large.

Any proposed contributions and recommendations for**

(0}
o
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model diagnostics and performance metrics for model evaluation;

observations/reanalysis data products that could be used to evaluate the proposed
experiments. Indicate whether these are available in the obs4MIPs/ana4MIPs database or if
there are plans to include them;

tools, code or scripts for model benchmarking and evaluation in open source languages (e.g.,
python, NCL, R).

Any proposed changes from CMIP5 in NetCDF metadata (controlled vocabularies), file names, and
data archive (ESGF) search terms.**

Explanation of any proposed changes (relative to CMIP5) that will be required in CF, CMOR, and/or
ESGF.**



Cloud Feedback Model Intercomparison Project (CFMIP)

Application for CMIP6-Endorsed MIPs

Mark Webb, Chris Bretherton, Sandrine Bony, Jen Kay, Steve Klein, Pier Siebesma,
Bjorn Stevens, George Tselioudis, Masahiro Watanabe,
Peter Good, Timothy Andrews, Roger Marchand, Robin Chadwick and Hervé Douville

Updated 31st March 2015

The primary goal of CFMIP is to inform improved assessments of climate change cloud
feedbacks. However, the CFMIP approach is increasingly also being used to understand other aspects of
climate response, such as regional-scale precipitation and non-linear changes.

CFMIP started in 2003 and its first phase (CFMIP-1) organised an intercomparison based on
perpetual July SST forced Cess style +2K experiments and 2xCO, equilibrium mixed-layer model
experiments containing ISCCP simulator in parallel with CMIP3 (McAvaney and Le Treut, 2003).
Results from CFMIP-1 had a substantial impact on the evaluation of clouds in models and in the
identification of low level cloud feedbacks as the primary cause of inter-model spread in cloud feedback,
and featured prominently in the fourth and fifth IPCC assessments.

The subsequent objective of CFMIP-2 was to inform improved assessments of climate change
cloud feedbacks by providing better tools to support evaluation of clouds simulated by climate models
and to understand cloud-climate feedback processes. CFMIP-2 organized further experiments as part of
CMIPS, introducing seasonally varying SST perturbation experiments for the first time, as well as fixed
SST CO; forcing experiments to examine cloud adjustments, and idealized ‘aquaplanet’ experiments to
establish the contributions of land and zonally asymmetric circulations to cloud feedback uncertainties
(Bony et al., 2011). CFMIP-2 also introduced satellite simulators to CMIP via the CFMIP Observation
Simulator Package (COSP), not only the ISCCP simulator, but additional simulators to facilitate the
quantitative evaluation clouds using a new generation of active RADARs and LIDARs in space.
Additionally CFMIP-2 introduced into CMIPS5 process diagnostics such as temperature and humidity
budget tendency terms and high frequency ‘cfSites’ outputs at 120 locations around the globe. CFMIP
also organized a joint project with the GEWEX Global Atmospheric System Study (GASS) called
CGILS (the CFMIP-GASS Intercomparison of LES and SCMs) to develop cloud feedback
intercomparison cases to assess the physical credibility of cloud feedbacks in climate models by
comparing Single Column Models (SCM) versions of GCMs with high resolution Large Eddy
Simulations (LES) models. Additionally CFMIP-2 developed the CFMIP-OBS data portal and the
CFMIP diagnostic codes repository (see hitp://www.cfmip.net for more details).

Early studies arising from CFMIP-2 include numerous model evaluation studies using COSP,
studies attributing cloud feedbacks and cloud adjustments to different cloud types, and the finding that
idealized ‘aquaplanet’ experiments without land or Walker circulations are able to capture the essential
differences between models’ global cloud feedbacks and cloud adjustments. Process outputs from
CFMIP have also been used to develop and test physical mechanisms proposed to explain and constrain
inter-model spread in cloud feedbacks in the CMIP5 models. CGILS has demonstrated a consensus in
the responses of LES models to climate forcings and identified a number of shortcomings in the physical
representations of cloud feedbacks in climate models. Additionally the CFMIP experiments have, due to
their idealized nature, proven useful in a number of studies not directly related to clouds, but instead
analyzing the responses of regional precipitation and circulation patterns to CO, forcing and climate
change. Studies using CFMIP-2 outputs from CMIPS5 remain ongoing and many further results are
expected to feed into future assessments of the representation of clouds and cloud feedbacks in climate
models. For a list of publications arising from CFMIP-2, please refer to the CFMIP publications page at
http://www.cfmip.net.




Given the previous record of CFMIP activities and the case outlined below we would like to
request that CFMIP be endorsed as a CMIP6 project to continue support for community activities in this
important area of research. We provide information on our plans for CFMIP-3 structured according to
the provided criteria below.

Name of MIP: The Cloud Feedback Model Intercomparison Project (CFMIP)
Co-chairs: Mark Webb mark.webb@metoffice.gov.uk, Chris Bretherton breth@washington.edu

Members of the Scientific Steering Committee: Mark Webb (Met Office), Chris Bretherton (U.
Washington), Sandrine Bony (IPSL), Jen Kay (CIRES), Steve Klein (PCMDI), Pier Siebesma (KNMI),
Bjorn Stevens (MPG), George Tselioudis (NASA GISS), Masahiro Watanabe (U. Tokyo)

Link to website: http://www.cfmip.net

Goal of the MIP and a brief overview: The primary goal of CFMIP is to inform improved assessments
of climate change cloud feedbacks. However, the CFMIP approach is increasingly being used to
understand other aspects of climate response, such as circulation, regional-scale precipitation and non-
linear changes. This involves bringing climate modelling, observational and process modelling
communities closer together and providing better tools and community support for evaluation of clouds
and cloud feedbacks simulated by climate models and for understanding of the mechanisms underlying
them. This is to be achieved by:
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Ongoing organized coordinated model inter-comparison activities which include
experimental design as well as specification of model output diagnostics to support
quantitative evaluation of modelled clouds with observations (e.g. COSP) and in-situ
measurements (e.g. cfSites) as well as process-based investigation of cloud maintenance and
feedback mechanisms (e.g. cfSites, budget tendency terms, etc.)

Ongoing development and improvement of COSP and CFMIP-OBS infrastructure.

Ongoing collaboration with the cloud process modelling community (via GASS
collaboration) on CGILS and via new efforts to develop a hierarchy of experiments linking
GCMs with cloud resolving models (CRMs) and Large Eddy Simulation (LES) models run
on large domains (e.g. via the IMPULSE project consortium).

Organising annual meetings to provide a focus for community activities relevant to CFMIP
and also to the broader community working to understand changes in clouds, circulation and
precipitation which impact regional projections of climate change. (These two communities
are increasingly becoming connected because the experiments designed for CFMIP are also
useful in addressing a broader range of questions not directly related to clouds.)

References:

o

Andrews, T., (2014), Using an AGCM to diagnose historical effective radiative forcing and
mechanisms of recent decadal climate change. J. Climate, 27, 1193-12009,
doi:10.1175/JCLI-D-13-00336.1.

Bony, S., Webb, M., Bretherton, C. S., Klein, S. A., Siebesma, P., Tselioudis, G., & Zhang,
M. (2011). CFMIP: Towards a better evaluation and understanding of clouds and cloud
feedbacks in CMIP5 models. Clivar Exchanges, 56(2), 20-22.

Good, P., Andrews, T., Bouttes, N., Chadwick, R., Gregory, J. M., Lowe, J. A. (2014). The
nonlinMIP intercomparison project: physical basis, experimental design and analysis
principles. In preparation; (attached)

McAvaney BJ, Le Treut H (2003) The cloud feedback intercomparison project: (CFMIP). In:
CLIVAR Exchanges—supplementary contributions. 26: March 2003.

Skinner, C.B., M. Ashfaq, and N.S. Diffenbaugh (2012). Influence of twenty-first-century
atmospheric and sea surface temperature forcing on West African climate. J. Climate, 25,
527-542.




0 Stevens B., Bony S., Frierson, D.M, Jakob, C., Kageyama, M., Pincus, R, Shepherd, T.,
Sherwood, S., Siebesma, A. P., Sobel, A., Watanabe, M., Webb, M.J. (2014). Clouds,

Circulation and Climate Sensitivity: A Grand Science Challenge. World Climate Research
Programme Report No. 8/2014

We argue below the CFMIP and its proposed experiments meet the requirements laid out by the CMIP
panel, as outlined below.

1. CFMIP and its experiments directly address the key science questions of CMIP6. The question that
CFMIP most directly addresses is "How does the Earth system respond to forcing?” The CFMIP
emphasis on understanding cloud feedbacks makes CFMIP highly relevant to this question. The next
most relevant question is “What are the origins and consequences of systematic model biases?’” CFMIP
has a strong model evaluation component via the use of satellite simulators, process diagnosis and
comparisons with LES, and a proven track record in investigating the link between errors in cloud
processes and cloud feedbacks. CFMIP is also relevant to the question "How can we assess future
climate changes given climate variability, climate predictability, and uncertainties in scenarios?” CFMIP
will continue to supplement fully coupled CMIP experiments with idealised experiments that focus on
basic understanding of the dominant uncertainties associated with cloud feedbacks. This will continue
to support work which relates variability on observable timescales (e. g. seasonal to decadal) to longer
term climate change responses (e.g. via 'emergent constraints'). For example the amipPiForcing
experiment proposed below will support studies relating cloud variability and feedbacks on observable
timescales to long term cloud feedbacks (Andrews, 2014).

Note also that the WCRP Grand Challenge on Clouds, Circulation and Climate is led by two CFMIP
committee members (Bony and Stevens), and has three additional CFMIP committee members on its
steering committee (Webb, Siebesma, Watanabe), including one of the CFMIP co-chairs. This puts
CFMIP in an excellent position to directly address the questions arising from the WCRP Grand
Challenge.

2. CFMIP builds on and connects to the shared CMIP DECK and CMIP6 historical experiments. The
AMIP experiment is the control simulation for the CFMIP amip4K, amip4xCO2 and amipFuture
experiments which were proposed by CFMIP for CMIP5 and which we would like to see continued in
CMIP6 as Tier I experiments. The proposed Tier II experiments also connect to the AMIP DECK
experiment; the AMIP preindustrial forcing experiment and amip minus 4K experiments also use the
DECK AMIP experiment as a control. The abrupt +/- 4% solar constant experiments build on and
contrast with the DECK abrupt4xCO2 experiment, as do the abrupt4xCO2 and abrupt0.5CO2
experiments. Additionally the atmosphere-only timeslice experiments build on the abrupt4xCO2
experiment, decomposing the regional response of each model's abrupt4xCO2 run into separate
responses to each aspect of forcing and warming. Additionally CFMIP will propose additional process
diagnostics and simulator outputs for the CMIP6 historical experiment, which will allow process based
comparisons with the AMIP experiments to assess the impact of coupled SST errors on the simulation of
clouds and regional precipitation patterns in the CMIP6 models.

3. CEMIP will continue to follow the CMIP modeling infrastructure standards and conventions, in
terms of experimental design, data format and documentation. CFMIP-2 experiments were organized
as part of CMIP5 and the CFMIP co-chairs have demonstrated the ability to follow all of the relevant
standards in experimental protocols, in specification of diagnostic output requests, data formats and
documentation. We commit to continuing in this spirit for CFMIP experiments which are coordinated
through CMIP6.



4. All experiments are tiered, well-defined, and useful in a multi-model context and don’t
overlap with other CMIP6 experiments.

These are outlined below, and detailed specifications are provided in the accompanying spreadsheet.
They are tiered into Tiers I and II. Additionally we give guidance on other experiments currently under
development which we may propose as additional Tier II experiments in the future. Alternatively these
additional experiments may be coordinated outside of CMIP.

These experiments are we believe useful in the multi-model context because the common purpose that
they share is a focus on understanding the inter-model uncertainty/spread in cloud adjustments and cloud
feedbacks as well as that in regional precipitation and circulation change and non-linear change.
Investigation of inter-model requires multi-model analysis and hence all of these experiments are useful
(and in fact require) a multi-model context. The usefulness of the Tier I experiments to a number of
climate researchers has already been demonstrated by the large number of publications produced using
CFMIP-2 experiments.

We have checked for overlaps with other CMIP6 experiments and are confident that links with other
MIPS (e.g. nonLinMIP, GeoMIP, SolarMIP, RFMIP and PMIP) are based on complementary but non-
overlapping experiments.

Summary of proposed experiments
Tier | Science questions, activities and experiments
1.1 Continuation of CFMIP-2 experiments - Lead coordinator: Mark Webb (Met Office)

Science Question: What are the physical mechanisms underlying the range of cloud feedbacks and cloud
adjustments predicted by climate models, and which models have the most credible cloud feedbacks?

The CMIP5/CFMIP-2 experiments and diagnostic outputs have enabled considerable progress on these
questions but participation by a larger fraction of modelling groups is required in CMIP6 for a more
comprehensive assessment of the uncertainties across the full multi-model ensemble. Our proposal is
essentially to retain the CFMIP-2/CMIPS5 experiments in Tier I for CMIP6. The experiments to be
retained are amip4K, amip4xCO2, amipFuture, aquaControl, aqua4xCO2 and aqua4K. These build on
the amip DECK experiment. As the output requirements for the DECK are not yet finalised, it is
possible that the DECK AMIP experiment will not contain all of the output diagnostics required for
CFMIP. For this reason we also request an additional CFMIP AMIP experiment including the full set of
CFMIP diagnostics, both for model evaluation and for interpretation of feedbacks and adjustments in
conjunction with other Tier I CFMIP experiments. If all of the proposed CFMIP diagnostics are included
in the DECK experiment, this additional CFMIP AMIP experiment will not be required.

Tier 11 Science questions, activities and experiments

2.1 Abrupt +/-4% Solar Forced AOGCM experiments - Lead coodinators: Chris Bretherton (UW),
Roger Marchand (UW), Bjorn Stevens (MPI)

Science Question: How do responses in the climate system due to changes in solar forcing differ from
changes due to CO,, and is the response sensitive to the sign of the solar forcing?

Rapid adjustments in clouds and precipitation are now recognized as significant components of models’
responses to CO, forcing. While they can easily be separated from conventional feedbacks in SST
forced experiments, such a separation in coupled models is complicated by various issues, including the
response of the ocean on decadal timescales. A number of studies have examined cloud feedbacks in



coupled models subject to a solar forcing, which is generally associated with much smaller cloud and
precipitation adjustment, due to a smaller atmospheric absorption for a given top of atmosphere forcing.
Solar forcing also has a weaker impact on the stratosphere than CO,, potentially resulting in different
upper tropospheric meridional temperature gradients and storm track responses.

A +4% solar experiment would be equivalent to the abrupt4xCO2 experiment but would increase the
solar constant abruptly by 4 percent, resulting in a radiative forcing of a similar magnitude to that due to
CO; quadrupling. This would provide a useful complement to the DECK abrupt4xCO2 experiment, and
would support our understanding of regional responses of the coupled system with and without CO,
adjustments. A complementary -4% abrupt solar forcing experiment would allow the examination of
feedback asymmetry under climate cooling, and would also help with the interpretation of model
responses to geo-engineering scenarios and volcanic forcing, and relate to past climates.

2.2 Abrupt2xCO2 and abrupt0.5xCO2 Experiments (nonLinMIP) - Lead Coordinator Peter Good (Met
Office Hadley Centre)

Science Question: To what extent is regional-scale climate change per CO, doubling state-dependent
(nonlinear), and why? How does the balance of mechanisms differ for high-forcing compared to low-
forcing scenarios or paleoclimate simulations?

To address this question we propose two new experiments for Tier 11, abrupt2xCO2 and abrupt0.5xCO?2,
to explore global and regional-scale nonlinear responses, highlighting different behavior under business-
as-usual scenarios, mitigation scenarios and paleoclimate simulations. Additional experiments may be
proposed for Tier II in the future, or coordinated via CFMIP outside of CMIP6. These include 100-year
extensions to abrupt4xCO2 and abrupt2xCO2; a 1% ramp-down from the end of the 1pctCO2
experiment; an abrupt step-down to 1xCO2 from year 100 of the abrupt4xCO2. These would be used to
explore longer-timescale responses, quantify nonlinear mechanisms more precisely and understand the
reversibility of climate change.

2.3 amipMinus4K Experiment: Lead Coordinator: Mark Webb (Met Office)

Science Question: Are cloud feedbacks symmetric when subject to climate cooling rather than warming,
and if not, why not?

An amipMinus4K experiment would take a similar form to the amip4K experiment, except that the sea
surface temperatures would be uniformly reduced by 4K. This will be used to investigate asymmetric
responses of clouds to a cooling climate in an idealized experiment, providing a link to PMIP. This
experiment also complements the abrupt0.5xCO2 and the -4% solar experiments in that one can identify
asymmetries in the warming/cooling response with and without interactions with the ocean. This
experiment has been proposed for CFMIP following discussions with PMIP representatives (Pacale
Braconnot, Masa Kageyama, and Masakazu Y oshimori).

2.4 Feedbacks in AMIP experiments: Lead Coordinator: Tim Andrews (Met Office)

Science question: Are climate feedbacks during the 20" century different to those acting on long term
climate change and climate sensitivity?

Experiment and rationale: The previous CFMIP design was unable to diagnose time-dependent
feedbacks that potentially undermine the simple linear forcing-feedback paradigm and which may be
relevant to the gap between observed and modeled estimates of climate sensitivity. To address this we
propose an additional experiment called ‘amipPiForcing’ (amip pre-industrial forcing), which is exactly
the same as the standard amip run (i.e. SSTs and sea-ice) but run for the period 1870-present with



constant pre-industrial forcings (i.e. all anthropogenic and natural forcing boundary conditions identical
to the piControl run). Since the forcing constituents do not change in this experiment it readily allows a
simple diagnosis of the simulated atmospheric feedbacks to observed SST changes, which can then be
compared to feedbacks representative of long term change and climate sensitivity (e.g. from
abrupt4xCO2 or amip4K). This has an advantage over the alternative approach of first estimating the
forcing and adjustments (e.g. from RFMIP) and removing them from the amip experiment since the
approach here only requires a single experiment (rather than pairs) which reduces the noise. The
experiment has the additional benefit, by differencing with the standard amip run, of providing detailed
information on the transient effective radiative forcing and adjustments in models relative to pre-
industrial for the standard AMIP period. The inclusion of CFMIP process diagnostics not available in
the RFMIP experiments will also enable a deeper understanding of the factors underlying forcing and
feedback differences in the present and future climate.

2.5 Timeslice experiments for understanding regional climate responses to CO, forcing. Co-ordinators:
Rob Chadwick (Met Office) and Hervé Douville (CNRM)

Science questions:

e How do regional climate responses (of e.g. precipitation) in a coupled model arise from the
combination of responses to different aspects of CO, forcing and warming (uniform SST
warming, pattern SST warming, direct CO; effect, plant physiological effect)?

e Which aspects of forcing/warming are most important for causing inter-model uncertainty in
regional climate projections?

e Can inter-model differences in regional projections be related to underlying structural or
resolution differences between models through improved process understanding, and could this
help us to constrain the range of regional projections?

e What impact do coupled model SST biases have on regional climate projections?

We propose a set of 6 20-year atmosphere-only timeslice experiments to decompose the regional
responses of each model's abrupt4xCO2 run into separate responses to each aspect of forcing and
warming (uniform SST warming, pattern SST change, increased CO,, plant physiological effect). As
well as allowing regional responses in each individual model to be better understood, this set of
experiments should prove especially useful for understanding the causes of model uncertainty in
regional climate change.

The experiments are: 1) sstPi — the same as amip but with monthly-varying SSTs and sea-ice from years
101-120 of each model’s own control run rather than observed fields; 2) sstPi4K — the same as sstPi but
with SSTs uniformly increased by 4K; 3) sstPi4xCO2 — the same as sstPi but CO, as seen by the
radiation scheme is quadrupled; 4) sstPi4xCO2Veg — the same as sstPi4xCO2 but with the plant
physiological response also able to respond to the increased COy; 5) sstPiFuture — the same as sstPi but a
seasonally varying monthly mean climatology of the SST pattern anomaly taken from years 91-140 of
each model's own abrupt4xCO2 minus piControl is scaled to have a global mean increase of 4K and
applied; 6) sstPiTot — the same as sstPiFuture but also with 4xCO, including the plant effect. sstPiTot is
used to establish whether a timeslice experiment can adequately recreate the coupled abrupt4xCO,
response in each model, and then forms the basis for a decomposition using the other experiments.

We also propose an additional amip based experiment, amipTot: the same as sstPiTot but with the SST
pattern anomaly climatology from sstPiFuture added instead to the observed background SSTs and sea-
ice (as for other amip experiments). Comparison of amipTot and sstPiTot should help to illuminate the
impact of SST biases on regional climate responses in each model, and how this contributes to inter-
model uncertainty.

2.6 Atmosphere-only experiments for understanding the role of cloud-radiative effects in the large-scale
atmospheric circulation in current and perturbed climates. Co-ordinators: Sandrine Bony (IPSL) and
Bjorn Stevens (MPI).



Science questions:

e How do cloud-radiative effects impact the structure, the strength and the variability of the general
atmospheric circulation in the present-day climate?

e How much do cloud-radiative feedbacks contribute to the spread of circulation and precipitation
responses in climate change?

e Can we identify robust aspects of the climate response to global warming that do not depend on
cloud-radiative feedbacks?

It is increasingly recognized that clouds, and cloud-radiative effects in particular, play a critical role in
the general circulation of the atmosphere (ITCZ, MJO, storm tracks, hurricanes) and its response to
global warming. A better assessment of this role would greatly help interpret model biases (how much
do biases in cloud-radiative properties contribute to biases in the structure of the ITCZ, in the position
and strength of the storm tracks, in the lack of intra-seasonal variability, etc) and to inter-model
differences in simulations of the current climate and in climate change projections (especially changes in
regional precipitation and extreme events). More generally, a better understanding of how clouds couple
to circulation is expected to improve our ability to answer two of the four science questions raised by the
WCRP Grand Challenge on Clouds, Circulation and Climate Sensitivity: what controls the position, the
strength, and the variability of the storm tracks and of the tropical rainbelts?

These questions provided the scientific motivation for the Clouds On/Off Klima Intercomparison
Experiment (COOKIE) project proposed by the european consortium EUCLIPSE and CFMIP in 2012.
The COOKIE experiments, which have been run by 4 to 8 climate models (depending on the
experiment), consisted in switching off the cloud-radiative effects (clouds seen by the radiation code -
and the radiation code only- were artificially made transparent) in an atmospheric model forced by
prescribed SSTs. By doing so, the atmospheric circulation could feel the lack of cloud-radiative heating
within the atmosphere, but the land surface could also feel the lack of cloud shading, which led to
changes in land-sea contrasts. The change in circulation between On and Off experiments was resulting
from both effects, obscuring a bit the mechanisms through which the atmospheric cloud-radiative effects
interact with the circulation for given surface boundary conditions. As the LW cloud-radiative effects
are felt mostly within the troposphere (and represent most of the LW+SW cloud-radiative heating) while
the SW effects are felt mostly at the surface, we could better isolate the role of tropospheric cloud-
radiative effects on the circulation by running atmosphere-only experiments in which clouds are made
transparent to radiation only in the LW.

We propose in Tier II a set of simple experiments similar to the amip, amip4K, aquaControl and aqua4K
experiments of CMIP5/CFMIP2 (and Tier 1 of CMIP6) but in which cloud-radiative effects are switched
off in the LW part of the radiation code. These experiments will be referred to as offlwamip,
offlwamip4K, offlwaquaControl and offlwaqua4K. The analysis of idealized (aqua-planet) experiments
will allow us to assess the robustness of the impacts found in more realistic (AMIP) configurations. It
will also facilitate the interpretation of the results using simple dynamical models or theories, in
collaboration with large-scale dynamicists (e.g. DynVar). The comparison of the inter-model spread of
simulations between AMIP and offlWAMIP experiments for present-day and globally warmer climates
will help identify which aspects of the spread depend on the representation of cloud-radiative effects,
and which aspects do not, thus better highlighting other sources of spread.

Additional CFMIP experiments under consideration for the future

We also propose to use these CMIP6 experiments as the foundation for further experiments planned in
the context of the Grand Challenge on Clouds, Circulation and Climate Sensitivity. These will include
for example sensitivity experiments to assess the impacts of different physical processes on cloud
feedbacks and regional circulation/precipitation responses, and others designed to test specifically
proposed cloud feedback mechanisms. Additional experiments further idealizing the aquaplanet



framework to a non-rotating rotationally symmetric case are also under development. These will be
proposed as additional Tier II experiments at a future time, or coordinated by CFMIP outside of CMIP6.

5. Unless a Tier 1 experiment differs only slightly from another well-established experiment, it must
already have been performed by more than one modeling group. All of the proposed Tier |
experiments were previously included in CMIPS5 and so are well established and already performed by
multiple groups.

6. A sufficient number of modelling centers (~8) are committed to performing all of CFMIP*s

Tier 1 experiments and providing all the requested diagnostics needed to answer at least

one of its science questions. Fourteen modeling groups have so far agreed to participate in CFMIP as
part of CMIP6, implying that they are prepared to perform the Tier I experiments. These are ACCESS
(Australia), BCC (China), CanESM (Canada), CESM (USA), CNRM (France), FGOALS (China),
GFDL (USA), IPSL-ESM (France), MIROC6-GCM (Japan) NICAM (Japan), MPI-ESM (Germany),
MRI (Japan) and UKESM (United Kingdom).

7. The MIP presents an analysis plan describing how it will use all proposed experiments, any
relevant observations, and specially requested model output to evaluate the models and address its
science questions. Our analysis plan is outlined below.

We commit to contributing to the creation of the CMIP6 data request and to analyzing the data, as we
did for CMIP5. This will include making proposals for an updated COSP request in CMIP6 (see the
proposal from the COSP PMC), and also additional improvements to the CFMIP diagnostic
specifications relating to temperature and humidity budget increments, 3D radiative fluxes, inclusion of
aerosol diagnostics across CFMIP experiments, and the introduction of additional locations in the cfSites
specification.

We also commit to identifying observations needed for model evaluation and improved process
understanding, and to contributing directly to making such datasets available as part of obs4MIPs. For
example the CFMIP community has up to now played a central role in providing versions of CloudSat
and CALIPSO datasets designed for direct comparison with CMIP5 data through the CFMIP-OBS
website (see http://climserv.ipsl.polytechnique.fr/cfmip—obs/) and part of this work has recently involved
publishing this data via the ESG and linking into obs4MIPS (see for example references to CFMIP-OBS
on the obs4MIPS website at https:/www.earthsystemcog.org/projects/obs4mips/aboutus). This work will
continue.

CFMIP analysis activities are ongoing and the CFMIP community is ready to analyse CMIP6 data at any
time. We would like modelling groups to perform the proposed CFMIP/CMIP6 experiments at the same
time or shortly after their DECK experiments. Subsequent CFMIP experiments which are not included
in CMIP6 will build on the proposed DECK and CMIP6/CFMIP experiments and some will start as
soon as CMIP6 DECK experiments start to become available. We envisage a succession of CFMIP
related intercomparisons addressing different questions arising from the GC spanning the duration of
CMIP6.

We commit to scientifically analyze, evaluate and exploit the proposed experiments, and have identified
leads within CFMIP for different aspects of this activity. An overview of the proposed
evaluation/analysis of the CMIP DECK and CMIP6 experiments follows:

0 CFMIP will continue to exploit the CMIP DECK and CMIP6 experiments to understand and
evaluate cloud processes and cloud feedbacks in climate models. The wide range of analysis
activities described above in the context of CFMIP-2 will be continued in CFMIP-3 using the
CMIP DECK and CMIP6 experiments, allowing the techniques developed in CFMIP-2 to
applied to an expanding number of models, including the new generation of models currently



under development. These activities will include evaluation of clouds using additional
simulators (see proposal regarding COSP below), investigation of cloud processes and cloud
feedback/adjustment mechanisms using process outputs (cfSites, budget tendency terms, etc).
The inclusion of COSP and budget tendency terms in additional DECK experiments (e.g.
abupt4xCO2 and some scenario experiments, also see proposal for COSP below) will enable
the CFMIP approach to be applied to a wider range of experimental configurations. (Lead
coordinator Mark Webb).

O Analysis of the +/-4% solar model runs would include an evaluation of both rapid
adjustments and longer-term responses on global and regional top-of-atmosphere radiative
fluxes, cloud types (using ISCCP and other COSP simulators) and precipitation
characteristics, as well as comparison of these responses with responses in DECK
abrupt4xCO2 experiments. GeoMIP and SolarMIP have expressed a strong interest in these
CFMIP experiments and joint analysis of these CFMIP experiments with GeoMIP and
SolarMIP experiments is anticipated, specifically with the goal of determining to what degree
results from abrupt solar forcing ONLY experiments and abrupt CO2 ONLY experiments can
be used to predict what happens when both forcing are applied simultaneously, as done in the
GeoMIP experiments (Lead coordinator Chris Bretherton).

O Analysis of nonlinear climate processes will primarily involve comparing the abrupt4xCO2,
abrupt2xCO2 and abrupt0.5xCO2 experiments over the same timescale (Good et al., 2014).
(Lead coordinator Peter Good).

O Analysis of amipPiForcing has already been done in detail for a single model in Andrews
(2014). We propose to use this has a starting point for a multi-model analysis. (Lead
coordinator Timothy Andrews).

0 An overview analysis of regional responses and model uncertainty in the timeslice and
amipTot experiments will be carried out by the co-ordinators, in collaboration with members
of contributing modeling groups. We anticipate that further detailed analysis on the processes
at work in different regions will be carried out by a variety of research groups with interest
and expertise in a particular region: for example a set of similar experiments has previously
been used to examine the climate response of the West African monsoon in CCSM3 (Skinner
et al. 2012). The timeslice and amipTot experiments have already been successfully run with
HadGEM2 (Met Office), and are currently in the planning stage for CNRM. (Lead
coordinator Robin Chadwick).

0 When analyzed together with the amip4K experiment, the amipMinus4K experiment allows
one to exploit the CFMIP process diagnostics to understand for asymmetries in the climate
response to warming and cooling which have been noted in PMIP experiments. These might
arise from cloud phase responses in middle- and high-latitude clouds or from the adiabatic
cloud liquid water path response feedback which is important over land regions and which
would be expected to be weaker with cooling because of the non-linearity in the Clausius-
Clapeyron relation. (Lead coordinator Mark Webb).

8. The MIP has completed the MIP template questionnaire. We have done this.

9. The MIP contributes a paper on its experimental design to the CMIP6 Special Issue. We agree to
do this.

10. The MIP considers reporting on the results by co—authoring a paper with the modelling groups.
We agree to do this. Separate papers will be prepared for each of the experiment groups proposed.

Answers to other questions in the MIP template questionnaire

All model output archived by CMIP6-Endorsed MIPs is expected to be made available under the same
terms as CMIP output. Most modeling groups currently release their CMIP data for unrestricted use.
If you object to open access to the output from your experiments, please explain the rationale. We
have no objection to this.



List of output and process diagnostics for the CMIP DECK/CMIP6 data request. Please see the
accompanying spreadsheet and outline below.

Any proposed contributions and recommendations for model diagnostics and performance metrics,
observations/reanalysis data products, tools, code or scripts. We have provided a database of
performance metrics and codes at the CFMIP Diagnostics Code Repository and a set of observational
data for comparison with CFMIP outputs at the CFMIP-OBS site. Both are accessible via the CFMIP
website http://www.cfmip.net. We welcome additional contributions to both of these databases.

Any proposed changes from CMIP5 in NetCDF metadata (controlled vocabularies), file names, and
data archive (ESGF) search terms. None expected.

Explanation of any proposed changes (relative to CMIP5) that will be required in CF, CMOR, and/or
ESGF. None expected.



CEMIP Recommended Outputs For CMIP6 DECK experiments and
CEMIP experiments.

CFMIP recommends a set of diagnostic outputs for the CMIP6 DECK and CFMIP experiments which
are based on those from CFMIP-2, with some modifications. These are detailed in the accompanying
spreadsheet CMIP6DataRequestCompilationCFMIP_20150331.xls, and are summarized below. The
recommendations are in two parts. The first part describes updates to the CFMIP process diagnostics
compared to those which were requested in CMIP5, in terms of additional variables and the experiments
in which they are requested. This set was drawn up by the CFMIP committee and ratified by the
modeling groups following a presentation at the 2014 CFMIP meeting. The second part describes
recommendations for COSP outputs in the DECK and CMIP6 Historical experiments which were drawn
up by the COSP Project Management Committee (PMC). Please refer to the request scoping worksheet
in the accompanying spreadsheet for a summary of which outputs are requested in which DECK
experiments CFMIP experiments.

For participation in CFMIP it is required that modeling groups commit to performing all of the Tier I
experiments, and sufficient diagnostic outputs to answer at least one scientific question. Since a number
of the science questions of CFMIP (e.g. those pertaining to precipitation responses) require no diagnostic
outputs beyond the standard ‘Amon’ outputs from CMIPS5, a modeling group may qualify for
participation in CFMIP even if they run the Tier I experiments without CFMIP simulators or process
outputs.  Such a submission would be useful, in the main for the precipitation analysis aspects of
CFMIP. However we strongly recommend that participating groups additionally submit as many of the
COSP and process outputs as they are practically able to, to support investigations of the full range of
scientific questions of CFMIP in CMIP6.



Proposed updates to CFMIP process outputs for the CMIP DECK,
CMIP6 Historical and CMIP6 CFMIP experiments.

CEMIP Committee

March, 2015

The diagnostic request for CMIP5/CFMIP2 is summarised and motivated in the CFMIP-2 proposal
document [Bony et al., 2009], and documented in detail in the CMIP5 Standard Output documentation at
http://cmip-pecmdi.llnl.gov/cmip5/output_req.html in excel spreadsheet format (Worksheet ‘CFMIP
output’ indicates which tables appear in which experiments and for which periods, which other
worksheets such as cfMon, cfDay etc indicate the variables in each table). Our view is that the CFMIP-2
diagnostics set is fundamentally sound and forms a suitable basis for the process diagnostics in the
DECK, CMIP6 Historical and CMIP6 CFMIP experiments. Thus, we present this proposal as changes
with respect to the CMIP5/CFMIP-2 protocol in the accompanying spreadsheet, which includes a
request scoping worksheet indicating which outputs are requested in which experiments, including the
CMIP6 DECK + CMIP6 Historical experiments and the CFMIP experiments proposed within CMIP6.
In the sections below we present and motivate the specific requested changes.

In this section we cite a number of peer reviewed publications. Please refer to http:// www.cfmip.net ->
CFMIP Publications for full references.

cfSites Outputs: The CFMIP cfSites outputs were requested in CMIP5 for 120 locations in the amip,
amip4K, amipFuture and amip4xCO2 experiments, and for 73 locations along the Greenwich meridian
in the aquaplanet experiments. These outputs have so far been used to evaluate the models with in-situ
measurements (e.g. Nuijens et al. (submitted), Guichard et al. (in prep), Neggers et al. (submitted) and to
examine cloud feedbacks on short timescales such as over the diurnal cycle (Webb et al. 2015). For
CMIP6 we have dispensed with the cfSites outputs in the aquaplanet experiments, and in amipFuture,
retaining them in amip, amip4K and amip4xCO2 only. At the request of the US CLIVAR ETOS WG
we have added Ascension Island and St. Helena to the list in light of upcoming field work/additional
radiosondes from these islands, increasing the total number of locations to 122.

Temperature and humidity tendency terms: CFMIP-2 requested cloud, temperature and humidity
tendency terms. In CMIP6 we have omitted the cloud condensate tendency terms because no
publications have arisen from those saved in CMIP5. The temperature and humidity tendency terms
from CMIP5 have been widely used however. Temperature and humidity tendency terms have been
demonstrably useful for understanding the roles of different parts of the model physics in cloud
feedbacks, adjustments, and present-day variability (Williams et al 2013, Webb and Lock 2013, Kamae
and Watanabe 2012, Demoto et al 2013, Sherwood et al 2014, Ogura et al 2014, Brient et al.
(submitted), Xavier et al. (submitted)). They have also been used to understand regional warming
patterns such as polar amplification in coupled models (e.g. Yoshimori et al 2013,2014). For CMIP6 we
have improved the definitions of the temperature and humidity tendency terms, and added some
additional terms such as clear-sky radiative heating rates to more precisely quantify the contributions of
different processes to the temperature and humidity budget changes underlying cloud feedbacks and
adjustments. A shortcoming of the CMIP5 protocol was that we were unable to interpret the physical
feedback mechanisms in coupled model experiments due to lack of process diagnostics. For this reason
we are additionally requesting these budget terms in the DECK abrupt4xCO2 experiment and the pre-
industrial control.



Additional daily diagnostics: So-called ‘clustering’ approaches are now commonly used for assessing
the contributions of different cloud regimes (e.g. stratocumulus, trade cumulus, frontal clouds, etc) to
present day biases in cloud simulations and to inter-model differences in cloud feedbacks (e.g. Williams
and Webb 2009, Tsushima et al., 2013, Tsushima et al., submitted). We have added some additional
daily 2D fields to the standard package of CFMIP daily outputs to allow further investigation of
feedbacks between clouds and aerosols associated with the changing hydrological cycle (aerosol
loadings and cloud top effective radii/number concentrations) and a clearer diagnosis of the roles of
convective and stratiform clouds (convective vs stratiform ice and condensed water paths and cloud top
effective radii/number concentrations).



Proposal of request of COSP diagnostics for CMIP/DECK, CMIP6
Historical and CMIP6 CFMIP experiments

COSP Project Management Committee

March, 2015

1 Introduction

The initial design for CMIP6 has recently been published [Meehl et al., 2014]. It includes a set of ‘DECK + CMIP6
Historical’ experiments to be run by modelling groups whenever they develop a new model version:
e AMIP (1979-end)
Pre-industrial control
1% yr'1 CO, increase up to 4xCO,
Abrupt 4xCO,
CMIP6 Historical run

These experiments are called the CMIP Diagnostic, Evaluation and Characterization of Klima (DECK) plus CMIP6
Historical experiments. In this document, we present the proposal of the list of COSP diagnostics to be requested to for the
DECK + CMIP6 Historical experiments and additionally the CMIP6 CFMIP experiments. This proposal is the outcome of
discussions by the COSP Project Management Committee (PMC) and the CFMIP Committee. The COSP diagnostic request
for CMIPS/CFMIP2 is summarised and motivated in the CFMIP-2 proposal document [Bony et al., 2009], and documented in
detail in the CMIP5 Standard Output documentation at http://cmip-pcmdi.llnl.gov/cmip5/output_req.html in excel
spreadsheet format (Worksheet ‘CFMIP output’ indicates which tables appear in which experiments and for which periods,
which other worksheets such as cfMon, cfDay etc indicate the variables in each table). Our view is that the CFMIP-2
diagnostics set fundamentally sound and forms a suitable basis for the COSP request for the DECK, CMIP6 Historical and
CMIP6 CFMIP experiments, subject to some modifications. Thus, we present this proposal as changes with respect to the
CMIP5/CFMIP-2 protocol in the accompanying spreadsheet. The request scoping sheet also shows which outputs are
requested in which experiments. We have tried to address the concerns raised in the CMIPS5 survey by simplifying the
technical difficulty of the requests (sometimes at the expense of extra data) and basing the requests upon a frozen well-tested
and already-released version of COSP (v1.4). In the sections below we present and motivate the specific requested changes.

2 Description of proposed changes

2.1 Change #1: Replacement of curtain data by full 3D fields, and deletion of cfOff
table (proposed by Alejandro Bodas-Salcedo)

In CFMIP-2, the production of data along the A-train track (“curtain” data, table cf3hr offline) involved a substantial amount
of post-processing. A second post-processing step required the gridding and time-averaging of these data to produce the
monthly means requested in the cfOff table. This proved quite difficult for many modelling centres. Although not from the
ESG archive, this type of data has been used in several model evaluation papers [Bony et al., 2009; Bodas-Salcedo et al.,
2008; Field et al., 2011; Williams et al., 2013] involving case-study comparison of models with along-track observations
from CloudSat and Calipso. We believe that by simplifying the request, the modelling centres will find easier to contribute
these data. Hence, we propose to drop the orbital sampling, i.e. to request globally-complete fields on a standard lat/lon grid.
Given this change, the calculation of monthly-averages from gridded 3-hourly data is trivial, and therefore we propose to
delete the cfOff table.

2.2 Change #2: New table cfMonExtra. Add CloudSat and CALIPSO CFADs to
cfMonExtra (proposed by Alejandro Bodas-Salcedo and Mark Webb)

Optimisations to the code in COSP v1.4 mean that it is now practical to run the CloudSat simulator inline in models and so
for longer periods. We propose the introduction of a new table cfMonExtra for the inclusion of monthly mean COSP
diagnostics used for model evaluation in the AMIP DECK experiment, but which we don’t consider appropriate for coupled
or climate change experiments. In this new table we include Cloud Frequency/Altitude Diagram (CFAD) diagnostics for
CloudSat and CALIPSO for the entire AMIP integration. CFADs for CloudSat and CALIPSO have appeared in a number of
published studies [e.g. Nam et al., 2014; Franklin et al., 2013; Bodas-Salcedo et al., 2011; Bodas-Salcedo et al., 2012; Nam
and Quaas, 2012; Nam and Quaas, 2013; Kay et al., 2012; Kodama et al., 2012; Marchand et al., 2009; Abel and Boutle,
2012] and their inclusion as monthly means in the AMIP DECK experiment will make them available for analysts in a more
convenient form than the higher frequency outputs currently requested in CMIPS5.



2.3 Change #3: Standard monthly COSP and daily COSP 2D outputs in all of the
DECK, CMIP6 Historical and CMIP6 CFMIP Experiments (proposed by Mark Webb
and Steve Klein)

Many of the standard monthly COSP and daily COSP 2D have been shown to be valuable in the CMIP5 experiments, not
only for cloud evaluation [e.g. Franklin et al., 2013; Bodas-Salcedo et al., 2012; Nam and Quaas, 2013; Lacagnina and
Selten, 2014; Bodas-Salcedo et al., 2014; Klein et al., 2013; Cesana and Chepfer, 2012; Tsushima et al., 2013] but also in
quantifying the contributions of different cloud types to cloud feedbacks and forcing adjustments in climate change
experiments [e.g. Tsushima et al., 2013; Zelinka et al., 2012a; Zelinka et al., 2012a; Zelinka et al., 2013; Zelinka et al., 2014].
We propose to include these in all of the DECK, CMIP6 Historical and CMIP6 CFMIP experiments as standard for the entire
length of the runs, to support evaluation of cloud, cloud feedbacks and cloud adjustments and to investigate trends in the
observational record.

2.4 Change #4: Move PARASOL reflectance to cfMonExtra (proposed by Robert
Pincus)

Top-of-atmosphere reflectance measurements from PARASOL were part of the standard request for CMIPS. They have been
used in some applications [e.g. Nam et al. 2012] but have not been widely exploited. The proposal is to move them from the
cfMon to cfMonExtra tables to reduce the number of integrations for which they are requested and to focus on model
evaluation applications.

2.5 Change #5: Add MISR CTH-COD to cfMonExtra. Add MISR CTH-COD and ISCCP
CTP-OD histograms to cf3hr (proposed by Roger Marchand)

Histograms of cloud-top-height (or cloud-top-pressure) and optical-depth produced by ISCCP have been widely used in the
evaluation of climate models, often in combination with the ISCCP-simulator now part of COSP. Because top-of-atmosphere
outgoing longwave fluxes are related to cloud-top-height and outgoing shortwave fluxes are related to cloud-optical-depth
this framework provides a way to evaluate the distribution of model clouds in a way that is closely related to their radiative
impact. Similar histograms of cloud-top-height and optical-depth are being produced from observations by the Multiangle
Imaging Spectro-Radiometer (MISR). While similar, the cloud-top-height in the MISR dataset is obtained using a stereo-
imaging technique that his purely geometric and insensitivity to the calibration of the MISR cameras. This technique provides
more accurate retrievals of cloud-top-height for low-level and mid-level clouds, and more reliable discrimination of mid-level
clouds from other clouds, while ISCCP provides greater sensitivity to optically-thin high-level clouds. In addition, ISCCP
and MISR histograms can be combined to separate optically-thin high-level clouds into multi-layer and single-layer
categories [Marchand et al. 2010]. We therefore recommend using both ISCCP and MISR observations and instrument-
simulators in the evaluation of climate model, and such an analysis is underway using a few CFMIPS models that have run
the MISR simulator [Hillman et al. 2014]. While monthly data are useful for the broad evaluation of models on monthly or
longer time scales, the acquisition of high frequency (Three hourly) data will enable analysis of events that are not well
resolved with monthly data, including the diurnal cycle, the Madden-Julian Oscillation (MJO) and various synoptic states or
weather patterns, such as frontal passages. We recognize that this represents a large increase in data-volume compared with
monthly averages and propose collection of this three hourly data only for a period of about 1 year.

2.6 Change #6: Add MODIS cloud fractions (total, liquid, ice) to cfMonExtra
(proposed by Robert Pincus)

The partitioning between liquid and ice phase has significant impacts on the energy and hydrologic impacts of clouds. As
models move towards predicting more details of the aerosol distributions, including the ice nucleation ability, evaluation of
the phase partitioning on the global scale will become more important. Evaluation to date has been based primarily on
polarization measurements from active and passive sensors [e.g. Doutriaux-Boucher and Quaas, 2004; Komurcu et al., 2014]
and height-resolved partitioning estimates from the CALIPSO sensor are requested below. Cloud phase estimates from the
MODIS simulator were not available in CFMIP2 but may prove a useful complement by virtue of greater geographic
sampling and longer time records.

2.7 Change #7: MODIS COT-particle size histograms by phase in cfMonExtra,
cfDayExtra, cf3hr (proposed by Robert Pincus)

The joint distribution of optical thickness and particle size provides a window on the microphysical processes within clouds
[Nakajima et al., 1991] and is influenced by direct and some indirect effects of aerosols on cloud optical properties [Han et al.
2002]. As models move towards predicting more details of the aerosol properties and cloud-aerosol interactions the
assessment of these processes becomes more pressing.

Estimate of particle size from MODIS have been difficult to use for model evaluation to date because of observational
artefacts not treated by the MODIS simulator. These artefacts are reduced by the use of observations at wavelengths with
greater absorption by condensed water (e.g. by exploiting reflectance at 3.7 um instead of 2.1 um). The MODIS simulator
and accompanying data for CFMIP3 will use measurements at 3.7 pm to infer particle size. This will also act to make output
from the MODIS simulator roughly consistent with the PATMOS-X observations in the same way that distributions of
optical thickness from the MODIS, MISR, and ISCCP simulators are nearly equivalent.



2.8 Change #8: add CALIPSO ice and liquid 3D cloud fractions to cfMonExtra
(proposed by Hélene Chepfer)

Changes in cloud optical depth associated with cloud phase feedbacks can dominate the changes in high-latitude clouds in
future climate projections [e.g. Senior and Mitchell, 1993]. Cloud phase identification capabilities have been recently added
to the CALIPSO simulator in COSP, and a compatible observational dataset has been produced [Cesana and Chepfer, 2013].
We propose to include these in the AMIP DECK experiment to support the evaluation of the simulation of cloud phase.

2.9 Change #9: CALIPSO total cloud fraction and PARASOL reflectance to cfDayExtra
(proposed by Héléene Chepfer and Dimitra Konsta)

The multi-sensor A-train observations (CALIPSO-GOCCP and MODIS, PARASOL) allow to make the correlations between
the different cloud variables at the instantaneous time scale, and at high resolution. The use of the high-frequency
relationships between different variables allows for process-oriented model evaluation. These diagnostics will help test the
realism of the co-variation of key cloud properties that control cloud feedbacks in models. Konsta at al. (2014) have used
these diagnostics in a pilot analysis.
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Abstract

nonlinMIP aims to quantify and understand, at regional scales, climate responses that are non-linear under CO2 forcing
(mechanisms for which doubling the CO2 forcing does not double the response). Non-linear responses can be large at
regional scales, with important implications for understanding mechanisms and for GCM emulation techniques (e.g. energy
balance models and pattern-scaling methods). However, these processes are hard to explore using traditional experiments,
explaining why they have had little attention in previous studies. Some single model studies have established novel analysis
principles and some physical mechanisms. There is now a need to explore robustness and uncertainty in such mechanisms
across a range of models.

nonlinMIP addresses this using a simple, small set of CO2-forced experiments that are able to separate linear and non-linear
mechanisms cleanly, with good signal/noise — while being demonstrably traceable to realistic transient scenarios. The design
builds on the CMIP5 and CMIP6 DECK protocols, and is centred around a suite of abruptCO2 experiments, with a ramp-up-
ramp-down experiment to test traceability to gradual forcing scenarios. The understanding gained will help interpret the
spread in policy-relevant scenario projections.

Here we outline the basic physical principles behind nonlinMIP, and the method of establishing traceability from abruptCO2
to gradual forcing experiments, before detailing the experimental design and finally some analysis principles. The discussion
on traceability of abruptCO?2 to transient experiments is also relevant to the abrupt4xCO2 experiment in the CMIP5 and
CMIP6 DECK protocols.

5 Introduction

Climate impacts assessments require, at regional scales, understanding of physical mechanisms of climate change in GCM
projections. Also required is the ability to emulate (using fast simplified climate models) GCM behaviour for a much larger
range of policy-relevant scenarios than may be evaluated using GCMs directly. These two requirements may be combined
into a single question: what is the simplest conceptual framework that has quantitative predictive power and captures the key
mechanisms behind GCM scenario projections?

Often, a pragmatic choice has been to assume some form of linearity. In studies of the global energy balance, linearity is
often assumed in the form of a constant climate feedback parameter. This parameter may be used to quantify feedbacks in
different models (e.g. Zelinka et al., 2013) or, in emulation methods, to parameterise global energy balance models (e.g.
Huntingford and Cox, 2000). In understanding or emulating regional patterns of climate change, it is often assumed that
regional climate change is roughly proportional to global mean warming. In emulation work, this is termed 'pattern scaling'
(Mitchell, 2003;Santer et al., 1990;Tebaldi and Arblaster, 2014), but this assumption may also be applied either explicitly or
implicitly in understanding mechanisms. Sometimes, patterns of change per K of global warming are quantified; often,
physical mechanisms are studied for a single period of a single forcing scenario (implicitly assuming that the understanding is
relevant for other periods or scenarios).

While these approximations appear to work well under some circumstances, significant limitations are increasingly being
revealed in such assumptions. These are of two types: different timescales of response, and non-linear responses. In
discussing this, a complication arises in that different linearity assumptions exist. Henceforth we define 'linear' as meaning
'consistent with linear systems theory' - i.e. responses that are linear in model forcing (i.e. where doubling the forcing doubles
the response; this is different from assuming that pairs of responses are linearly related to each other — as in pattern scaling).

Even in a linear system (where responses are linear in forcing), the relationship between two system outputs (e.g. between
global-mean temperature and regional sea surface temperature - SST) will in general be non-linear. This is due to different
timescales of response in different locations and/or variables. Examples include lagged surface ocean warming due to a
connection with the deeper ocean (Chadwick et al., 2013;Held et al., 2010;Williams et al., 2008;Manabe et al., 1990;Andrews
and Ringer, 2014) or the direct response of precipitation to forcings (Andrews et al., 2010;Allen and Ingram, 2002;Mitchell et
al., 1987). One (generally false) assumption of pattern scaling, then, is that regional climate responds over the same
timescale as global-mean temperature. Different timescales of response are especially important in understanding and
predicting behaviour under mitigation and geoengineering scenarios (or over very long timescales).

Non-linear system responses (e.g. Schaller et al., 2013) are more complex to quantify, understand and predict than those of
linear systems. Some examples have been known for some time, such as changing feedbacks through retreating snow/sea-ice
(Colman and McAvaney, 2009;Jonko et al., 2013), or the Atlantic Meridional Overturning Circulation. More recently,
substantial non-linear precipitation responses have been demonstrated in spatial patterns of regional precipitation change in
two Hadley Centre climate models with different atmospheric formulations (Good et al., 2012;Chadwick and Good, 2013).
This is largely due to simultaneous changes in pairs of known robust pseudo-linear mechanisms (Chadwick and Good, 2013).
Non-linearity has also been demonstrated in the response under idealised geoengineering scenarios, of ocean heat uptake, sea-
level rise, and regional climate pattterns, with different behaviour found when forcings are decreasing than when they are
increasing (Bouttes et al., 2013;Schaller et al., 2014).



Investigation of these mechanisms at regional scales has been constrained by the type of GCM experiment typically analysed.
Most previous analyses (e.g. Solomon et al., 2007) have used results from transient forcing experiments, where forcing
changes steadily through the experiment. There are three main problems with this approach. First, information about
different timescales of response is masked. This is because the GCM response at any given time in a transient forcing
experiment is a mixture of different timescales of response (Good et al., 2013;Held et al., 2010;Li and Jarvis, 2009),
including short-timescale responses (e.g. ocean mixed layer response from forcing change over the previous few years)
through long-timescale behaviour (including deeper ocean responses from forcing changes multiple decades to centuries
earlier). Secondly, in transient forcing experiments, non-linear behaviour is hard to separate from linear mechanisms. For
example, in an experiment where CO2 is increased by 1% per year for 140 years ('1pctCO2'), we might find different spatial
patterns at year 70 (at 2xCO2) than at year 140 (at 4xCO2). This could be due to nonlinear mechanisms (due to the different
forcing level and associated different climate state). However, it could also be due to linear mechanisms: year 140 follows
140 years of forcing increase, so includes responses over longer response timescales than at year 70 (only 70 years of forcing
increase). Thirdly, signal/noise ratios of regional climate change can be relatively poor in such experiments.

These three issues may be addressed by the use of idealised abruptCO2 GCM experiments (Forster et al., 2012;Zelinka et al.,
2013;Jonko et al., 2013;Good et al., 2013;Good et al., 2012;Chadwick and Good, 2013;Chadwick et al., 2013;Bouttes et al.,
2013;Gregory et al., 2004): an experiment where CO2 forcing is abruptly changed, then held constant. In abrupt CO2
experiments, responses over different timescales are separated from each other. Further, responses at different forcing levels
may be directly compared, e.g. by comparing the response in abrupt2xCO2 and abrupt4xCO2 experiments over the same
timescale - both have identical forcing time histories, apart from the larger forcing magnitude in abrupt4xCO2. Thirdly, high
signal/noise is possible: averages may be taken over periods of 100 years or more (after the initial ocean mixed layer
adjustment, change is gradual in such experiments). Recent work (Good et al., 2011;Good et al., 2012;Good et al.,
2013;Zelinka et al., 2013) has established that these experiments contain global and regional-scale information quantitatively
traceable to more policy-relevant transient experiments - and equivalently, that they form the basis for fast simple climate
model projections traceable to the GCMs.

The CMIPS5 abrupt4xCO2 experiments have thus been used widely: including quantifying GCM forcing and feedback
behaviour (Gregory et al., 2004;Zelinka et al., 2013), and for traceable emulation of GCM projections of global-mean
temperature and heat uptake (Good et al., 2013;Stott et al., 2013). Abrupt4xCO2 is also part of the CMIP6 DECK protocol
(Meehl et al., 2014).

NonlinMIP extends the CMIP5 and CMIP6 DECK designs to explore non-linear responses (via additional abruptCO2
experiments at different forcing levels. It also explores responses over slightly longer timescales (extending the CMIP5
abrupt4xCO2 experiment by 100 years).

6 Relating abruptCO2 to gradual forcing scenarios: the step-response model

In using the highly-idealised abruptCO2 experiments, it is essential that their physical relevance (traceability) to more
realistic gradual forcing experiments is determined. Some GCMs could respond unrealistically to the abrupt forcing change.
A key tool here is the step-response model (described below). This response-function method aims to predict the GCM
response to any given transient-forcing experiment, using the GCM response to an abruptCO2 experiment. Such a prediction
may be compared with the GCM transient-forcing simulation, as part of a traceability assessment (discussed in detail in
section 5).

Once some confidence is established in traceability of the abruptCO2 experiments to transient-forcing scenarios, the step-
response model has other roles: to explore the implications, for different forcing scenarios, of physical understanding gleaned
from abruptCO2 experiments; to help separate linear and nonlinear mechanisms (section 5); and potentially as a basis for
GCM emulation. The method description below also serves to illustrate the assumptions of linear system theory.

The step-response model represents the evolution of radiative forcing in a scenario experiment by a series of step changes in
radiative forcing (with one step taken at the beginning of each year). The method makes two linear assumptions. First, the
response to each annual forcing step is estimated by linearly scaling the response in a CO, step experiment according to the
magnitude of radiative forcing change. Second, the response y; at year i of a scenario experiment is estimated as a sum of
responses to all previous annual forcing changes (see Figure 1 of Good et al., 2013 for an illustration):

Y, :ZWHXJ- (1a)

where x; is the response of the same variable in year j of the CO, step experiment. W,_ j scales down the response from the

step experiment (X;) to match the annual step change in radiative forcing from year i to year j of the scenario (denoted

AFH ):



W= (1b)

where AF is the radiative forcing change in the CO, step experiment. All quantities are expressed as anomalies with

respect to a constant-forcing control experiment.

This approach can in principle be applied at any spatial scale for any variable for which the assumptions are plausible (e.g.
Chadwick et al., 2013).

7 Linear and non-linear mechanisms, and the relevance of abruptCO2 experiments

Here we discuss further, with examples, the distinction between linear and nonlinear mechanisms, when they are important,
and the relevance of abruptCO2 experiments.

7.1 Linear mechanisms: different timescales of response

Even in a linear system, regional climate change per K of global warming will evolve during a scenario simulation. This
happens because different parts of the climate system have different timescales of response to forcing change.

This may be due to different effective heat capacities. For example, the ocean mixed layer responds much faster than the
deeper ocean, simply due to a thinner column of water (Li and Jarvis, 2009). However, some areas of the ocean surface (e.g.
the Southern Ocean and south-east subtropical Pacific) show lagged warming, due to a greater connection (via upwelling or
mixing) with the deeper ocean (e.g. Manabe et al., 1990;Williams et al., 2008). The dynamics of the ocean circulation and
vegetation may also have their own inherent timescales (e.g. vegetation change may lag global warming by years to hundreds
of years, Jones et al., 2009). At the other extreme, some responses to CO2 forcing are much faster than global warming: such
as the direct response of global mean precipitation to forcings (Allen and Ingram, 2002;e.g. Andrews et al., 2010;Mitchell et
al., 1987) and the physiological response of vegetation to CO2 (Field et al., 1995).

In a linear system, patterns of change per K of global warming are sensitive to the forcing history. For example in Figure 1, a
scenario is illustrated where forcing is ramped up, then stabilized. Three periods are highlighted, which may have different
patterns of change per K of global warming, due to different forcing histories: at the leftmost point, faster responses will be
relatively more important, whereas at the right, the slower responses have had some time to catch up. This is illustrated in
Figure 2 for sea-level rise. The blue curves show that for RCP2.6, global-mean warming ceases after 2050, while sea-level
rise continues at roughly the same rate throughout the century. This is largely because deep ocean heat uptake is much slower
than ocean mixed-layer warming.

By design, abruptCO2 experiments separate different timescales of GCM response to forcing change. This is used, for
example, (Gregory et al., 2004) to estimate radiative forcing and feedback parameters for GCMs: plotting radiative flux
anomalies against global mean warming can separate 'fast' and 'slow' responses (see e.g. Figure 3).

7.2 Non-linear responses

Nonlinear mechanisms arise for a variety of reasons. Often, however, it is useful to describe them as state-dependent
feedbacks. For example, the snow-albedo feedback becomes small at high or low snow depth. Sometimes, nonlinear
mechanisms may be better viewed as simultaneous changes in pairs of properties. For example, convective precipitation is
broadly a product of moisture content and dynamics (Chadwick and Good, 2013;Chadwick et al., 2012). Both moisture
content and atmospheric dynamics respond to CO2 forcing, so in general we might expect convective precipitation to have a
nonlinear response to CO2 forcing. Of course, more complex nonlinear responses exist, such as for the Atlantic Meridional
Overturning Circulation.

In contrast to linear mechanisms, nonlinear mechanisms are sensitive to the magnitude of forcing. For example, the two
points highlighted in Figure 4 may have different patterns of change per K of global warming, due to nonlinear mechanisms.

An example is given in Figure 5, which shows the albedo feedback declining with increased global temperature, due to
declining snow and ice cover, and the remaining snow and ice being in areas of lower solar insolation (Colman and
McAvaney, 2009).

AbruptCO2 experiments may be used to separate nonlinear from linear mechanisms. This can be done by comparing the
responses at the same timescale in different different abruptCO2 experiments. Figure 6 compares abrupt2xCO2 and
abrupt4xCO2 experiments over years 50-149. A 'doubling difference' is defined, measuring the difference in response to the
first and second CO2 doublings. In most current simple climate models (e.g. Meinshausen et al., 2011), the radiative forcing



from each successive CO2 doubling is assumed identical (because forcing is approximately linear in log[CO2], Myhre et al.,
1998). With this assumption, a linear system would have zero doubling difference everywhere. Therefore, the doubling
difference is used as a measure of nonlinearity. The question of which abruptCO2 experiments to compare, and over which
timescale, is discussed in section 5.

In some GCMs, the forcing per CO2 doubling has been shown to vary with CO2 (Colman and McAvaney, 2009;Jonko et al.,
2013). However, this variation depends on the specific definition of forcing used (Jonko et al., 2013). Currently this is folded
into our definition of nonlinearity. If a robust definition of this forcing variation becomes available in future, it could be used
to scale out any difference in forcing between pairs of abruptCO2 experiments, to calculate an 'adjusted doubling difference’.

As an example, Figure 7 maps the response to abrupt2xCO2 and abrupt4xCO2, and the doubling difference, for precipitation
in HadGEM2-ES over the ocean (taken from Chadwick and Good). The nonlinearities are large - comparable in magnitude to
the responses to abrupt2xCO2, albeit with a different spatial pattern.

8 Experimental design

nonlinMIP is composed of a set of abruptCO2 experiments (the primary tools), plus a CO2-forced transient experiment.
These build on the CMIP5 and CMIP6 DECK protocols (the required runs from these are detailed in Table 1). The additional
nonlinMIP runs (Table 2) are assigned three priority levels. Three options for participation are: 1) only the ‘essential’
simulation; 2) all ‘high priority’ plus the ‘essential’ simulations; or, preferably, 3) all simulations. The experiments in Table
1 are required in all cases. All experiments must be initialized from the same year of a pre-industrial control experiment,
except for abrupt4xtolx (see Table 2). A typical analysis procedure is outlined in section 5.

The nonlinMIP design is presently limited to CO2 forcing, although the same principles could be applied to other forcings.

9 Basic analysis principles

This section outlines the general principles behind analysis of nonlinMIP results. The primary idea is to find where the step-
response model (section 2) breaks: since the step-response model is based on a linear assumption, this amounts to detecting
non-linear responses.

The aim is to focus subsequent analysis. If non-linearities in a quantity of interest are found to be small, then analysis may
focus on understanding different timescales of response from a single abruptCO2 experiment: linearity means that the
physical response (over a useful range of CO2 concentrations) is captured by a single abruptCO2 experiment. This represents
a considerable simplification. If, on the other hand, non-linearities are found to be important, the focus shifts to
understanding the different responses in different abruptCO2 experiments. The choice of which abruptCO2 experiments to
focus on, and over which timescales, is discussed below.

9.1 First step: check basic traceability of abrupt4xCO2 to the transient-forced

response near 4xC0O2

This is to confirm that the abruptCO2 experiments contain realistic physical responses in the variables of interest (as
previously done for global-mean temperature and heat uptake for a range of CMIP5 models (Good et al., 2013), and for other
global-mean quantities for HadCM3 (Good et al., 2011). This also, rules out the most pathological non-linearities (e.g. if the
response to an abrupt CO2 change in a given GCM was unrealistic).

The linear step-response model should first be used with the abrupt4xCO2 response, to predict the response near year 140 of
the 1pctCO2 experiment (i.e. near 4xCO2). This prediction is then compared with the actual GCM 1pctCO2 result. This
should first be done for global mean temperature: this assessment has been performed for a range of CMIPS models (Good et
al., 2013; see Figure 8), giving an idea of the level of accuracy expected. If the abruptCO2 response is fundamentally
unrealistic, it is likely to show up in the global temperature change. This approach may then be repeated for spatial patterns
of warming, and then for the quantities of interest. Abrupt4xCO2 is used here as it has larger signal/noise than abrupt2xCO?2,
yet is representative of forcing levels in a business-as-usual scenario by 2100. However, the tests may also be repeated using
abrupt2xCO2 — but compared with year 70 of the 1pctCO2 experiment (i.e. at 2xCO2).

The step-response model emulation under these conditions should perform well for most cases: the state at year 140 of the
1pctCO2 experiment is very similar to that of abrupt4xCO2 (same forcing, similar global-mean temperature), so errors from
non-linear mechanisms should be minimal. If large errors are found, this may imply caution about the use of abruptCO2
experiments for these variables, or perhaps point to novel non-linear mechanisms that may be understood by further analysis.



9.2 Second step: detecting nonlinear responses

Having established some level of confidence in the abruptCO2 physical response, the second step is to look for nonlinear
responses. This first involves repeating the tests from step 1 above, but for different parts of the 1pctCO2 and 1pctCO2
ramp-down experiments, and using different abruptCO2 experiments for the step-response model.

An example is given in Figure 9 (but for different transient-forcing experiments). This shows results for global-mean
precipitation in the HadCM3 GCM (Good et al., 2012). Here, the step-response model prediction using abrupt4xCO2 (red
curves) only works where a transient-forced experiment is near to 4xCO2. Similarly, the prediction using abrupt2xCO2 (blue
curves) works only near 2xCO2. Otherwise, quite large errors are seen, and the predictions with abrupt2xCO2 and
abrupt4xCO?2 are quite different from each other. This implies that there are large non-linearities in the precipitation
response in this GCM, and that they may be studied by comparing the responses in the abrupt2xCO2 and abrupt4xCO2
experiments.

Having identified some non-linear response, and highlighted two or more abruptCO2 experiments to compare (in the
previous example, abrupt2xCO2 and abrupt4xCQO2), the non-linear mechanisms may be studied in detail by comparing the
responses in the different abruptCO2 experiments over the same timescale (e.g. via the doubling difference, as in Figures
6,7). This allows (Good et al., 2012;Chadwick and Good, 2013) non-linear mechanisms to be separated from linear
mechanisms (not possible in a transient-forcing experiment).

10 Conclusions

This paper outlines the basic physical principles behind the nonlinMIP design, and the method of establishing traceability
from abruptCO2 to gradual forcing experiments, before detailing the experimental design and finally some general analysis
principles that should apply to most studies based on this dataset.
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Table 1. List of CMIP5/CMIP6 DECK experiments required by nonlinMIP.

Experiment Description Role

piControl Pre-industrial control experiment

AbruptdxCO2 CO2 abruptly quadrupled, then Separate different timescales of
held constant for 150 years. response.

1pctCO2 CO2 increased at 1% per year To test traceability of the abruptCO2

for 140 years (i.e. as CMIP5
1pctCO2 experiment), then
decreased by 1% per year for
140 years (i.e. returning to pre-
industrial conditions).

experiments to more realistic
transient-forcing conditions.
Adding the ramp-down phase
explores physics relevant to
mitigation and geo-engineering
scenarios.




Table 2. NonlinMIP experimental design. Three options are: only the ‘essential’ simulation; all ‘high priority’ plus the
‘essential’ simulations; or, preferably, all simulations. The experiments in Table 1 are required in all cases.

Experiment (priority)

Description

Role

Abrupt2xCO2 (essential)

As abrupt4xCO?2 (see Table
1), but at double pre-industrial
CO2 concentration.

To diagnose non-linear responses (in
combination with abrupt4xCO2).

Assess climate response and (if
appropriate) make climate projections
with the step-response model at
forcing levels more relevant to mid- or
low-forcing scenarios.

1pctCO2 ramp-down (high
priority)

Initialised from the end of
1pctCO2. CO2 is decreased
by 1% per year for 140 years
(i.e. returning to pre-industrial
conditions).

To test traceability of the abruptCO2
experiments to more realistic transient-
forcing conditions. Adding the ramp-
down phase explores a much wider
range of physical responses, providing
a sterner test of traceability. Relevant
also to mitigation and geo-engineering
scenarios, and offers a sterner test of.

Extend both abrupt2xCO2
and abrupt4xCO2 by 100
years (high priority)

Allow traceability tests (via the step-
response model) against most of the
1pctCO2 ramp-up-ramp-down
experiment.

Explore longer timescale responses
than in CMIP5 experiment.

Permit improved signal/noise in
diagnosing some regional-scale non-
linear responses

Provide a baseline control for the
abrupt4xtolx experiment.

Abrupt4xtolx (medium
priority)

Initialised from year 100 of
abrupt4xCO2, CO2 is abruptly
returned to pre-industrial
levels, then held constant for
150 years.

Quantify non-linearities over a larger
range of CO2 (quantifies responses at
1xCO2).

Assess non-linearities that may be
associated with the direction of forcing
change.

Abrupt8xCO2 (medium
priority)

As abrupt4xCO2, but at 8x
pre-industrial CO2
concentration. Only 150 years
required here.

Quantify non-linearities over a larger
range of CO2.
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Figure 1. Schematic illustrating a situation where linear mechanisms can cause climate patterns to evolve. This represents a
scenario where forcing (black line) is ramped up, then stabilised.
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Figure 2. Adapted (red ovals overlaid) from the IPCC Fifth Assessment Report (IPCC, 2013), Figures SPM.7 and SPM.9.
Global mean warming (top) and global mean sea level rise (bottom), relative to 1986-2005, for rcp8.5 (red) and rcp2.6 (blue).
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Figure 3. Illustrating a method (Gregory et al., 2004) for separating ‘fast’ and ‘slow’ responses to radiative forcing change.
Figure adapted (labels in rectangles overlaid) from Zelinka et al. (2013). Global-mean cloud-induced SW flux anomalies
against global warming, for the CanESM2 model (black & grey represent two methods of calculating cloud-induced fluxes).
This also illustrates one test of traceability of abrupt4xCO2 to 1pctCO2 responses: the linear fit to the abrupt4xCO?2 response
(straight lines) passes through the 1pctCO2 response near 4xCO2 (i.e. near year 140 of that experiment).
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Figure 4. Schematic illustrating the point that nonlinear mechanisms can cause climate patterns to differ at different forcing
(and hence global temperature) levels.
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model (figure from Colman and McAvaney, 2009).
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Figure 7. Non-linear regional precipitation responses over the ocean in HadGEM2-ES (figure from Chadwick and Good,

2013). Precipitation change (mm/day) averaged over years 50-149 for (top) abrupt2xCO2 and (middle) abrupt4xCO2, and
the doubling difference (bottom). Note that the top and bottom panels have the same scale.
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Figure 8. Checking basic traceability of abrupt4xCO?2 to a transient forcing experiment (1pctCO2) (figure from Good et al.,
2013). Global-mean warming (K) averaged over years 120-139 of 1pctCO2 for (y-axis) the GCM simulation and (x-axis) the
reconstruction from abrupt4xCO2 using the step-response method.
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Figure 9. Finding nonlinear responses in transient forcing experiments. (figure from Good et al., 2012). Left: where CO2 is
increased by 1% per year, then stabilised at 2x pre-industrial levels. Right: where CO?2 is increased by 2% per year for 70
years, then decreased by 2% per year for 70 years. Black: GCM. Red: step-response model using the abrupt4xCO2 response.
Blue: the abrupt2xCO2 response.
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Goal of the MIP and a brief overview*

The primary goals of DAMIP are to facilitate improved estimation of the contribution of
anthropogenic and natural forcing changes to observed global warming; to facilitate improved
estimation of the contribution of those forcings to observed global and regional changes in other
climate variables; to contribute to the estimation of how historical emissions have altered and are



altering contemporary climate risk; and to facilitate and improve observationally-constrained
projections of future climate change. Detection and attribution studies typically require unforced
control simulations and historical simulations including all major anthropogenic and natural
forcings. Such simulations will be carried out as part of the DECK and the CMIP6 historical
simulation (hereafter we referred to the CMIP6 historical simulation as histALL). In addition
such studies require additional simulations with individual forcings or subsets of forcings. We
propose some such separated forcing experiments as Detection and Attribution MIP (DAMIP) for
CMIP6. Combinations of histALL and separated forcing experiments from models participating
in CMIP6 will be useful for model evaluation, better understanding of historical climate changes,
and for deriving observational constraints on future climate change projections.

An overview of the proposed experiments*

We propose some historical experiments using individual forcings or subsets of forcings.
These experiments are CO,-concentration driven for ESMs. These simulations should start at the
same time as the histALL simulations and continue to at least 2020. Forcings identical to those in
the histALL simulations should be used up to the end of those simulations, followed by forcings
from the SSP2-4.5 simulation (Tier 1 of ScenarioMIP). Multi-member ensembles are vital for the
separation of forced responses and internal variability. We require at least 3 ensemble members
with different initial conditions for each experiment, and recommend that modeling groups which
cannot afford to do this for all requested runs start by carrying out at least 3-member ensembles
of the Tier 1 simulations. We also request three extension experiments with individual forcings
up to 2100 under SSP2-4.5: well-mixed GHG changes only; stratospheric ozone changes only;
and anthropogenic aerosol changes only. The minimum ensemble size of these is one. We also
recommend modelling groups to perform a 500-year or longer piControl run to allow robust
estimates of internal variability.

We propose four Tier 1 experiments for DAMIP/CMIP6. The first one is the enlargement of
the ensemble size of histALL (the CMIP6 historical simulation) to at least three members. The
other three Tier 1 experiments are Natural-only (histNAT), GHG-only (histGHG) and
Aerosols-only (histAER) ensembles. Here, “XXX-only” mean that the agent XXX changes as in
the histALL runs, but the other conditions are imposed and kept constant as in the piControl
experiments. We require that forcing agents are perturbed exactly as in the histALL simulations:
For example in the histGHG simulations the same well-mixed GHG concentrations are
prescribed as in the histALL simulations. We request modelling groups to report what sets of
emissions and boundary conditions are used in each run.

Three Tier 2 experiments are proposed: the extension of GHG-only up to 2100 (ssp245GHG),
Stratospheric-Ozone-only (histSOZ) and the extension of Stratospheric-Ozone-only to 2100
(ssp245S0Z). Tier 3 experiments are Volcanic-only (histVLC), the extension of Aerosol-only
up to 2100 (ssp245AER), histALL with alternate estimates of aerosols (histALL/estAER?2) and
histALL with alternate estimates of NAT forcings (histALL/estNAT?2).

Both DAMIP and DCPP propose an initial condition ensemble of histALL simulations.
histALL, histNAT, histGHG, histAER, ssp245GHG and ssp245AER of DAMIP correspond
closely to transient AGCM experiments for estimates of radiative forcing proposed in
RFMIP-ERF. Combinations of DAMIP and RFMIP-Historical simulations will allow
uncertainties in the aerosol response to be separated into those associated with simulating the
climate response to a given distribution of aerosols, and the full uncertainty based on specified
aerosol precursor emissions. DAMIP also co-sponsors "ALL minus land-use
(LND_noLULCC _hist)" simulations of LUMIP. Two AerChemMIP experiments are closely
related to histGHG of DAMIP: One is similar to histGHG except that ozone is allowed to vary,
and a second includes historical changes in both GHGs and aerosols. histALL and histNAT runs
from DAMIP will be used in diagnoses of GMMIP. Solar-only (histSOL) runs of SolarMIP are
complementary with the histNAT and histVLC ensembles of DAMIP. histVLC runs are useful



for GeoMIP and VoIMIP. Combinations of SSP2-4.5 runs of ScenarioMIP and ssp245GHG,
ssp245S0OZ and ssp245AER of DAMIP will allow the investigation of future climate responses
to different forcing agents and observational constraints on future projections.

» An overview of the proposed evaluation/analysis of the CMIP DECK and CMIP6 experiments*

A number of detection and attribution analyses of anthropogenic and natural forcing influences
on historical climate changes are anticipated. These analyses are expected to address historical
changes in temperature, the hydrological cycle, atmospheric circulation, ocean properties,
cryospheric variables, extreme indices and other variables, from global to regional scales. The
extension of DAMIP experiments from 2005 in CMIP5 to 2020 is essential to understand reasons
for the recent hiatus of climate warming and improve signal-to-noise ratio for detection and
attribution of changes in high-noise variables such as precipitation. The DAMIP experiments are
also important for observational constraints on future climate change projections, climate
sensitivity, TCR and TCRE. Using combinations of experiments from DAMIP and RFMIP, we
can compare transient climate responses per unit radiative forcing across different forcing factors.

It is anticipated that analyses of DAMIP simulations will form the basis of the assessment of
the detection and attribution of climate change in the next IPCC assessment report.
Observationally-constrained estimates based on DAMIP simulations may also provide a major
contribution to projections of future climate in this report.

» Proposed timing *

After modelling centers perform piControl (we recommend 500-year or longer simulations),
histALL (the CMIP6 historical simulation) and SSP2-4.5 (ScenarioMIP Tier 1) experiments.

» For each proposed experiment for CMIP Phase 6**

Tier 1 experiments

(1.0) Enlarging ensemble size of the CMIP6 historical simulations to at least three members
(histALL)

o0 the experimental design
= All forcing historical simulations

= Enlarging ensemble size of histALL to at least three members with different initial
conditions. Please use forcings from SSP2-4.5 during 2015-2020.

= Please provide outputs of experiments during 1850-2014 under the name of the
CMIP6 historical simulation, and 2015-2020 as SSP2-4.5 of SceanrioMIP, not
histALL.

= DCPP proposes a 10-member ensemble of histALL up to 2030 also extended with
SSP2-4.5.

o0 the science gquestion and/or gap being addressed with this experiment

Combinations of histALL, histNAT and histGHG will allow us to attribute observed
climate changes to contributions from GHG, the other anthropogenic factors and natural
forcing. Because better signal to noise ratio is vital to D&A analyses, we request at least 3



members for all historical experiments. Larger numbers of simulations also provide much
larger samples of extreme events for climate risk analysis.

o0 possible synergies with other MIPs

= This experiment will benefit all researchers who analyze historical climate
changes, and the present climatology.

= DCPP: DCPP proposes a 10 member ensemble of histALL up to 2030.

= RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,
ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

= RFMIP-Historical: Combinations of DAMIP (histALL, histNAT, histAER) and
RFMIP-Historical will allow us to separate uncertainties in climate response based
on specified aerosol evolution from the overall uncertainties in climate response to
specified aerosol precursor emissions.

= GMMIP: histALL and histNAT runs from DAMIP will be used in diagnoses of
GMMIP.

= ScenarioMIP: Combinations of histALL, histNAT, histGHG, histAER,
ssp245GHG, ssp245AER of DAMIP and SSP2-4.5 of ScenarioMIP allow
observational-constraints of uncertainties in future projections.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.

Larger ensemble sizes of histALL should benefit (A) and (C) due to better signal to noise
ratios of climate change signals and information about uncertainties associated with
internal variability.

(1.1) Natural-only run (histNAT)
o0 the experimental design

= Historical simulations forced by natural forcing agents only (i.e., solar irradiance
change and volcanic activity), exactly as in histALL.

o0 the science gquestion and/or gap being addressed with this experiment

histALL and histNAT simulations will allow us to attribute observed changes to
anthropogenic and natural influences. histALL, histNAT and histGHG simulations will
allow us to attribute observed climate changes to contributions from GHG, the other
anthropogenic factors and natural forcing. To better understand the role of natural
forcings for climate is among the key aims of several SPARC activities (in particular
Solaris/THEPPA and SSIRC). In this respect the experiments with natural forcing only
(histNAT, histVLC, and histSOL (of SolarMIP)) are useful for SPARC.

0 possible synergies with other MIPs

= C20C+ Detection and Attribution Project: The event attribution project of C20C+
will make use of the histNAT and histALL simulations to estimate boundary SST
conditions for their AGCM simulations of the hypothetical counterfactual world
without human influences.

= RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,



ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

= RFMIP-Historical: Combinations of DAMIP (histALL, histNAT, histAER) and
RFMIP-Historical will allow us to separate uncertainties in climate response based
on specified aerosol evolution from the overall uncertainties in climate response to
specified aerosol precursor emissions.

= VoIMIP: VoIMIP proposes both historical and mechanism based simulations with
a focus on volcanic eruptions.

= SolarMIP: histNAT and histVLC of DAMIP and histSOL of SolarMIP allow us to
investigate volcanic and solar influences on climate and to check additivity.

= GMMIP: histALL and histNAT runs from DAMIP will be used in diagnoses of
GMMIP

= ScenarioMIP: Combinations of histALL, histNAT, histGHG, histAER,
ssp245GHG, ssp245AER of DAMIP and SSP2-4.5 of ScenarioMIP allow
observational-constraints of uncertainties in future projections.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.
histALL, histGHG and histNAT in CMIP5 were vital for IPCC AR5 to conclude “more
than half of the observed increase in global mean surface temperature from 1951 to 2010
is very likely due to the observed anthropogenic increase in greenhouse gas
concentrations”. The updated forcings, longer simulations, and larger ensemble sizes of
these experiments using new models in DAMIP/CMIP6 will facilitate even more robust
attribution assessments and a better understanding of observed climate changes. histALL
and histNAT will be used for event attribution analyses of recent extreme weather and
climate events, and can be used for D&A analyses of impact assessments. Those
attribution studies will provide essential information for discussion of mitigation and
adaptation policies.

(1.2) well-mixed GHG-only run (histGHG)
0 the experimental design

= Historical simulations forced by well mixed greenhouse gas changes only, as in
the histALL simulations. Models with interactive chemistry schemes should either
turn off the chemistry or use a preindustrial climatology of stratospheric and
tropospheric ozone in their radiation schemes. This will ensure that ozone is fixed
in all these simulations, and simulated responses in models with and without
coupled chemistry are comparable.

o the science question and/or gap being addressed with this experiment

= Combinations of histALL, histNAT and histGHG will allow the quantification of
climate change attributable to GHG changes, other anthropogenic forcings and
natural forcings.

= Allows observationally-constrained TCR and TCRE to be estimated together the
1PCTCO2 simulation in the DECK.

0 possible synergies with other MIPs
= C4MIP: Carbon flux changes related to the GHG concentration changes.



= RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,
ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

=  AerChemMIP: Two experiments of AerChemMIP (Experiment 1.1.1/1.1.2) are
closely related to the histGHG simulation of DAMIP.

= ScenarioMIP: Combinations of histALL, histNAT, histGHG, histAER,
ssp245GHG, ssp245AER and SSP2-4.5 allow observational-constraints of
uncertainties in future projections.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.
histALL, histGHG and histNAT in DAMIP/CMIP6 will facilitate more robust attribution
assessments and a better understanding of climate changes than those based on CMIP5.
Furthermore, histGHG and ssp245GHG can be used to derive observationally constrained
future climate projections, climate sensitivity, TCR and TCRE.
Observationally-constrained projections will provide useful information to inform
discussion of mitigation and adaptation policies.

(1.3) Anthropogenic-Aerosols-only runs (histAER/histAERchem)
Two experimental designs are proposed for histAER - Please select one of them.

If you like to perform both this experiment and the corresponding simulation in
RFMIP-ERF, please apply the same setup.

(1.3a) Anthropogenic-Aerosols-only runs (histAER)
0 the experimental design

= Historical simulations forced by anthropogenic aerosol concentrations only or
aerosol and aerosol precursor emissions only as in the histALL simulation
(sulfate, black carbon, organic carbon, ammonia, NOx and VOCs).

= (1.3a) is only for models in which changes in GHG concentrations do not affect
aerosols and changes in aerosol precursors do not affect ozone. In addition models
in which these interactions do occur, but for which (1.3b) cannot be implemented,
should carry out this experiment.

(1.3b) Anthropogenic-Aerosols-only runs (histAERchem)
o0 the experimental design

= Historical simulations forced by aerosol and aerosol precursor emissions only as
in the histALL simulation (sulfate, black carbon, organic carbon, ammonia, NOx
and VOCs).

= Changes in well-mixed-GHGs, aerosol precursors and o0zone precursors are
prescribed as in histALL runs. However, in the radiation scheme, the
concentrations of well-mixed-GHGs and the ozone climatology from the
piControl runs are used. This procedure will allow the simulation of aerosol
burdens consistent with histALL runs, and the simulation of their influences on
climate.

= (1.3b) is only for models in which changes in GHG concentrations affect aerosols
or changes in aerosol precursors affect ozone.

0 the science question and/or gap being addressed with this experiment



Aerosols are a key source of uncertainty in historical and future climate simulations and
the prime reason for high uncertainty in TCR and ECS constraints. Together with the
histNAT and histALL simulations, these simulations will allow us to attribute observed
climate changes to contributions from natural forcings, aerosols and “GHG+ozone+land
use change”. This approach will likely result in more tightly constrained estimates of
attributable warming since the aerosol response, which is more uncertain, will be directly
simulated.

0 possible synergies with other MIPs

= RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,
ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

= RFMIP-Historical: Combinations of DAMIP (histALL, histNAT, histAER) and
RFMIP-Historical will allow us to separate uncertainties in climate response based
on specified aerosol evolution from the overall uncertainties in climate response to
specified aerosol precursor emissions.

= ScenarioMIP: Combinations of histALL, histNAT, histGHG, histAER,
ssp245GHG, ssp245AER of DAMIP and SSP2-4.5 of ScenarioMIP allow
observational-constraints of uncertainties in future projections.

=  AerChemMIP: histAER and the experiments of AerChemMIP are useful to
understand climate responses to NTCF.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated

Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.
Aerosols are large uncertainty sources for historical and future climate simulations. The
histAER and ssp245AER experiments will allow the climate modelling community to
further understand aerosol impacts on climate. Because the hydrological cycle and
shortwave radiation are sensitive to aerosols, histAER and ssp245AER may be useful for
impact studies regarding water availability and shortwave radiation inputs. A better
understating of aerosol influence on climate is also important for policies controlling
aerosol emissions.

Tier 2 experiments

(2.1) Extension of well-mixed GHG-only run (ssp245GHG)
0 the experimental design

= extensions of histGHG runs up to 2100 using the SSP2-4.5 concentrations. As in
histGHG, models with interactive chemistry schemes should either run with the
chemistry scheme turned off or use a preindustrial climatology of ozone in the
radiation scheme.

0 the science question and/or gap being addressed with this experiment

Combinations of histALL, histGHG, histNAT, ssp245GHG and SSP2-4.5
(ScenarioMIP) will allow us to make estimates of future temperature changes that are
constrained by observed historical changes. Simulated future responses to aerosols and
GHG are scaled based on the scaling factors by which the historical simulated responses
to aerosols and GHG must be multiplied to best fit observations.



o0 possible synergies with other MIPs

* RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,
ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

= ScenarioMIP: Allows the separation of future climate change signals of GHG and
the other anthropogenic forcing factors. Combinations of histALL, histNAT,
histGHG, histAER, ssp245GHG, ssp245AER of DAMIP and SSP2-4.5 of
ScenarioMIP allow observational-constraints of uncertainties in future projections.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.

The histGHG and ssp245GHG simulations can be used to obtain observationally
constrained future climate projections, climate sensitivity, TCR and TCRE that wide
communities of CM, IAM, 1AV and policy makers are interested in.

(2.2) Stratospheric-Ozone-only (histSOZ)
0 the experimental design
= Historical simulations forced by changes in stratospheric ozone concentrations.

» In models with coupled chemistry, the chemistry scheme should be turned off, and
the simulated ensemble mean monthly mean 3D stratospheric o0zone
concentrations from the histALL simulations should be prescribed. Tropospheric
ozone should be fixed at 3D long-term monthly mean piControl values, with a
value of 100 ppbv ozone concentration in this piControl climatology used to
separate the troposphere from the stratosphere.

* In models without coupled chemistry the same stratospheric ozone prescribed in
histALL should be prescribed. Stratospheric ozone concentrations will be
provided by CCMI.

0 the science question and/or gap being addressed with this experiment

Stratospheric ozone changes have driven large changes in stratospheric temperature, and
are also responsible for driving circulation changes in the Southern Hemisphere, with
associated climate impacts. Only a few CMIP5 models carried out historical ozone
simulations. A larger multi-model ensemble will allow us to more robustly identify in
models and perhaps also in observations the influence of ozone on the stratosphere, the
tropospheric circulation and climate, and the Southern Ocean and associated carbon cycle
aspects.

0 possible synergies with other MIPs

= AerChemMIP: Comparison with the ODS-only simulation of AerChemMIP will
allow the net climate effects of ODSs to compared with the net climate effects of
stratospheric ozone changes, a key issue of concern for the WMO/UNEP Ozone
Assessment.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, (D) policy makers, and (E) Ozone research and policy community.
These simulations will be of most relevance to (E) since they will allow the climate
impacts of past ozone changes to be directly assessed.



(2.3) Extension of Stratospheric-Ozone-only run (ssp245S0Z/ssp245S0Zchem)

(0]

the experimental design
= Extensions of histSOZ up to 2100 using the SSP2-4.5 scenario.
the science question and/or gap being addressed with this experiment

These simulations will allow the contribution of future stratospheric ozone changes to
future climate change to be evaluated, including for example contributions to future
Southern Hemisphere atmospheric circulation change, oceanic circulation changes, and
carbon cycle impacts. These simulations will be relevant to future WMO/UNEP Ozone
Assessments.

possible synergies with other MIPs

= WGCM Cryosphere CG: Ozone-only experiments are particularly relevant for the
Cryosphere CG (Antarctic).

potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, (D) policy makers, and (E) Ozone research and policy community.
These simulations will be of most relevance to (E) since they will allow the climate
impacts of future stratospheric ozone changes to be directly assessed.

Tier 3 experiments

(3.1) Volcanic-only run (histVLC)

0]

0]

(0]

the experimental design
Historical simulations forced by volcanic forcing as in histALL
the science question and/or gap being addressed with this experiment

The combination of the histNAT and histVLC simulations will allow us to separate
contributions from volcanic (VLC) and solar (NAT minus VLC) forcings to historical
climate change. The CMIP5 ensemble tended to overestimate the historical volcanic
response. histVLC will be used for better understanding errors in the volcanic forcing and
responses. histNAT and histVLC of DAMIP and histSOL of SolarMIP allow us to
investigate volcanic and solar influences on climate and to check additivity. To better
understand the role of natural forcings for climate is among the key aims of several
SPARC activities (in particular SolarissTHEPPA and SSIRC). In this respect the
experiments with natural forcing only (histNAT, histVLC, and histSOL (of SolarMIP))
are useful for SPARC.

possible synergies with other MIPs

= GeoMIP & VoIMIP: The volcanic response of models can be validated against
observations using histVLC, whereas GeoMIP experiments cannot. Thus histVLC
experiments will provide useful context for interpreting simulated responses to
stratospheric aerosol across models in the GeoMIP experiment. While VolMIP
includes simulations of individual eruptions it does not include simulations of the
transient response to historical eruptions, allowing better validation of long-term
transient effects against observations, and its focus is on 19" century eruptions.



= SolarMIP: histNAT and histVLC of DAMIP and histSOL of SolarMIP allow us to
investigate volcanic and solar influences on climate and to check additivity.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.

Solar radiation management has recently attracted interest from the wide communities of
climate model, IAM, 1AV and policy makers. The histVLC experiment can be used for
the validation of model responses to stratospheric aerosol injections against observations.

(3.2) Extension of anthropogenic Aerosol-only run (ssp245AER/ ssp245AERchem)
0 the experimental design

= Extensions of histAER/histAERchem runs up to 2100 using the SSP2-4.5 scenario.
Please use the same setup as the histAER/histAERchem runs but the SSP2-4.5
forcing.

0 the science gquestion and/or gap being addressed with this experiment

= Combinations of histALL, histAER, histNAT, ssp245AER and SSP2-4.5
(ScenarioMIP) will allow us to make estimates of future temperature changes that
are constrained by observed historical changes. Combining radiative forcing
estimated from RFMIP-ERF and transient climate responses from DAMIP
(histALL, histNAT, histGHG, histAER, ssp245GHG and ssp245AER), we can
investigate how feedbacks and adjustments vary with forcing factors.

0 possible synergies with other MIPs

= RFMIP-ERF: Combining radiative forcing estimated from RFMIP-ERF and
transient climate responses from DAMIP (histALL, histNAT, histGHG, histAER,
ssp245GHG and ssp245AER), we can investigate how feedbacks and adjustments
vary with forcing factors.

= ScenarioMIP and AerChemMIP: Allows the separation of future climate change
signals of aerosols and the other anthropogenic forcing factors. Combinations of
histALL, histNAT, histGHG, histAER, ssp245GHG, ssp245AER of DAMIP and
SSP2-4.5 of ScenarioMIP allow observational-constraints of uncertainties in
future projections.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated

Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.
Aerosols are large uncertainty sources for historical and future climate simulations. The
histAER and ssp245AER experiments will allow the climate modelling community to
further understand aerosol impacts on climate. Because the hydrological cycle and
shortwave radiation are sensitive to aerosols, histAER and ssp245AER may be useful for
impact studies regarding water availability and shortwave radiation inputs. A better
understating of aerosol influence on climate is also important for policies controlling
aerosol emissions.

(3.3) histALL with alternate estimates of anthropogenic aerosol emissions/concentrations
(histALL/estAER2; Note distinction from original histALL submission is planned through use
of the subexperiment field in the ESGF, pending standardisation of this field across CMIP6)

o the experimental design



Same as histALL but forced with a different estimate of variations in anthropogenic
aerosol emissions or concentrations. We are discussing with the aerosol
emissions/concentrations groups for CMIP6 about the possibility that the production of
these additional historical emission/concentration scenarios can be produced in parallel
with the standard historical CMIP6 estimate.

o the science question and/or gap being addressed with this experiment

This experiment will allow us to sample over uncertainties in aerosol forcing, and hence
account for this source of uncertainty in estimates of attributable climate changes.

0 possible synergies with other MIPs

= C20C+ Detection and Attribution Project: The event attribution project of C20C+
will make use of the histALL/estAER2 with the histNAT and histNAT/estNAT2
simulations to estimate boundary SST conditions for their AGCM simulations of
the hypothetical counterfactual world without human influences.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.

This subexperiment will help us to investigate the sensitivity of past climate change to
uncertainties in our understanding of what has been driving these changes. In particular,
testing the sensitivity to uncertainty in historical aerosol forcing will provide better
understanding of the observational constraints of future greenhouse gas warming, with
relevance to A, C, and D in terms of more confident estimates of uncertainty in predictions
of future climate change under specified emissions scenarios.

(3.4) histALL with alternate estimates of solar and volcanic forcing (histALL/estNATZ,;
Note distinction from original histALL submission is planned through use of the
subexperiment field in the ESGF, pending standardisation of this field across CMIP6)

0 the experimental design

Same as histALL but with second estimates of solar and volcanic forcing. We are
discussing with the solar and volcanic forcing groups for CMIP6 about the possibility that
the production of these additional historical forcing scenarios can be produced in parallel
with the standard historical CMIP6 estimates.

o the science question and/or gap being addressed with this experiment

This experiment will allow us to sample over uncertainties in natural forcings, and hence
account for this source of uncertainty in estimates of attributable temperature changes.
This experiment will also allow us to investigate the contribution of natural forcing
uncertainties to simulated decadal temperature trends, such as for example the
contribution of uncertainties in volcanic forcing to uncertainites in simulated temperature
trends over the past two decades.

0 possible synergies with other MIPs

= C20C+ Detection and Attribution Project: The event attribution project of C20C+
will make use of the histALL/estAER2 with the histNAT and histNAT/estNAT?2
simulations to estimate boundary SST conditions for their AGCM simulations of
the hypothetical counterfactual world without human influences.

o potential benefits of the experiment to (A) climate modeling community, (B) Integrated
Assessment Modelling (IAM) community, (C) Impacts Adaptation and Vulnerability
(IAV) community, and (D) policy makers.



A primary goal of attribution studies is to distinguish the magnitude of the role of
anthropogenic forcing against natural forcing in historical climate change. With this
estimate we will be able to understand the sensitivity of these estimates to limits in our
understanding of past natural forcings, with relevance for D in terms of understanding the
confidence in the anthropogenic role in past climate change.

» If possible, a prioritization of the suggested experiments, including any rationale **

Tier 1

(1.0) Enlarging ensemble size of the CMIP6 historical runs and the SSP2-4.5 runs of
ScenarioMIP (2015-2020) to at least three members (histALL)

(1.1) Natural-only run (histNAT)

(1.2) well-mixed GHG-only run (histGHG)

(1.3) Anthropogenic-Aerosols-only run (histAER)
Tier 2

(2.1) Extension of well-mixed GHG-only run (ssp245GHG)

(2.2) Stratospheric-Ozone-only (histSOZ)

(2.3) Extension of Stratospheric-Ozone-only run (ssp245S0Z)
Tier 3

(3.1) Volcanic-only run (histVLC)

(3.2) Extension of Anthropogenic-Aerosols-only run (ssp245AER)

(3.3) histALL with alternate estimates of anthropogenic aerosol emissions or concentrations
(histALL/estAER?2)

(3.4) histALL with alternate estimates of solar and volcanic forcing (histALL/estNAT2)

To keep consistency between CMIP6 and the previous MIPs, we have histALL, histGHG and
histNAT in Tier 1. The analysis of the CMIP5 ensemble has highlighted that aerosols remain the
largest source of uncertainty in D&A analyses. Therefore we also propose histAER in the high
priority, which will allow the aerosol response to be directly estimated and reduce uncertainties
in regression coefficients. histALL, histNAT, histGHG and histAER correspond closely to some
experiments of RFMIP and AerChemMIP.

The ssp245GHG simulations will be used for observational constraints of future projections,
which will attract interest from wide communities. CCMI and AerChemMIP requested that
histSOZ and ssp245S0Z be higher priority. Therefore we also place ssp245GHG, histSOZ and
ssp245S0OZ in Tier 2.

» All model output archived by CMIP6-Endorsed MIPs is expected to be made available under the
same terms as CMIP output. Most modeling groups currently release their CMIP data for
unrestricted use. If you object to open access to the output from your experiments, please explain
the rationale. **

No objection to open access.



» List of output and process diagnostics for the CMIP DECK/CMIP6 data request™*

o whether the variable should be collected for all CMIP6 experiments, or only some
specified subset and whether the output is needed from the entire length of each
experiment or some shorter period or periods;

o whether the output might only be relevant if certain components or diagnostic tools are
used interactively (e.g. interactive carbon cycle or atmospheric chemistry, or only if the
COSP simulator has been installed);

o whether this variable is of interest to downstream users (such as impacts researchers,
WG2 users) or whether its principal purpose is for understanding and analysis of the
climate system itself. Be as specific as possible in identifying why the variable is needed.

0 whether the variables can be regridded to a common grid, or whether there is essential
information that would be compromised by doing this;

o the relative importance of the various variables requested (indicated by a tiered listing) is
required if the data request is large.

Standard outputs as in CMIP5, but subject to change based on further consultation with climate
modeling communities, other MIPs (e.g., RFMIP, AerChemMIP, ScenarioMIP, CFMIP, DCPP,
GMMIP, SolarMIP and ISI-MIP) and WGCM GCs after April 2015.

> Any proposed contributions and recommendations for**
o model diagnostics and performance metrics for model evaluation;

0 observations/reanalysis data products that could be used to evaluate the proposed
experiments. Indicate whether these are available in the obs4MIPs/ana4MIPs database or
if there are plans to include them;

o tools, code or scripts for model benchmarking and evaluation in open source languages
(e.g., python, NCL, R).
Specification of the exact estimate of external forcing data used.

» Any proposed changes from CMIP5 in NetCDF metadata (controlled vocabularies), file names,
and data archive (ESGF) search terms.**

None.

> Explanation of any proposed changes (relative to CMIP5) that will be required in CF, CMOR,
and/or ESGF.**

NA



The Decadal Climate Prediction Project (DCPP)
Application for CMIP6-Endorsed MIPs
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Name of MIP: The Decadal Climate Prediction Project (DCPP)
Co-chairs of MIP: George Boer (george.boer@ec.gc.ca), Doug Smith (doug.smith@metoffice.gov.uk)

Members of the Scientific Steering Committee: The DCPP Panel consists of:

George Boer <George.Boer@ec.gc.ca>,

Christophe Cassou <cassou@cerfacs.fr>,
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Ben Kirtman <bkirtman@rsmas.miami.edu>,

Yochanan Kushnir <kushnir@ldeo.columbia.edu>

Kimoto Masahide <kimoto@aori.u-tokyo.ac.jp>,

Jerry Meehl <meehl@ucar.edu>,

Rym Msadek <rym.msadek@noaa.gov>,

Wolfgang Mueller <wolfgang.mueller@mpimet.mpg.de >,
Doug Smith <doug.smith@metoffice.gov.uk>,
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Link to website. DCPP material is available at (http://www.wcrp-climate.org/dcp-overview) and at
(http://dcpp.pacificclimate.org/).

Goals and overview:

The decadal hindcast component of CMIP will follow the example of other coordinated
experiments as a protocol-driven multi-model multi-national project with data production and
data sharing as integral components.

The Goals of the decadal prediction component of CMIP include:

e the promotion of the science and practice of decadal prediction (forecasts on timescales
up to and including 10 years)

¢ the provision of information potentially useful for the IPCC WG1 ARG assessment report
and other studies and reports on climate prediction and evolution

e the production and retention of a multi-year multi-model collection of decadal hindcast
and forecast data in support of climate science and of use to the Global Framework for
Climate Services

Scientific aspects of the DCPP include:

e a system view (data; analyses; initial conditions; ensemble generation; models and
forecast production; post processing and assessment) of decadal prediction

e investigation of broad questions (e.g. sources and limits of predictability, current abilities
with respect to decadal prediction, potential applications, ...)



e provision of benchmarks against which to compare improvements in models and
prediction quality

¢ information on processes and mechanisms of interest, e.g., the hiatus, climate shifts,
AMOC etc., in a collection of hindcasts and forecasts

Practical aspects include:

o the coordination of efforts based on agreed experimental structures and timelines in order
to promote research, intercomparison, multimodel approaches, applications, and to
provide justification for research directions

e a contribution to the development of infrastructure, in particular a multi-purpose data
archive of decadal hindcasts and forecasts useful for a broad range of scientific and
application questions and of benefit to national and international climate prediction and
climate services organizations

References:

Many decadal prediction papers have been published referring to the decadal component of
CMIP5 and to other decadal prediction results. Chapter 11 of the AR5 also gives information and
pertinent references.

Overview of the proposed experiments: The DCPP is organized into three Components:

o Hindcasts: the design and organization of a coordinated decadal prediction (hindcast)
component of CMIP6 in conjunction with the seasonal prediction and climate
modelling communities

e Forecasts: the ongoing production of experimental quasi-operational decadal climate
predictions in support of multi-model annual to decadal forecasting and the
application of the forecasts

« Predictability, mechanisms, and case studies: the organization and coordination of
decadal climate predictability studies and of case studies of particular climate shifts
and variations including the study of the mechanisms that determine these behaviours

Overview of the proposed evaluation/analysis of CMIP DECK and CMIP6 experiments:

The DCPP is unique in bringing together researchers from communities with expertise in
seasonal to interannual prediction (as represented by WGSIP), climate simulation (as represented
by WGCM), and decadal variability and predictability in general (as represented by CLIVAR).
The models used, and approaches taken, represent to varying degrees the special interests and
abilities of these communities.

For climate models, control and sensitivity experiments are a necessary backdrop to climate
change simulations. Most models used in the DCPP will also participate in other aspects of
CMIP6 and will have performed DECK and 20th century climate change integrations as well as
other simulations and MIP integrations. The data retained for these studies provides a
background for DCPP-related studies of many different aspects of decadal prediction.



The DCPP therefore strongly encourages participation in the DECK experiments. However, it is
recognized that for initialized climate prediction, initialization and verification using
observation-based information is key and provides an alternative vantage point for understanding
model and system behavior. DCPP participants from the forecasting community may place less
emphasis on idealized experiments compared to participants from the climate simulation
community. These forecasting models are, nevertheless, usually closely related to model versions
which are used for climate simulation and for which the results of DECK simulations are
available. The forecasting aspect encourages emphasis on methods of initializing models,
generating ensembles of forecasts and, especially, on assessing results against observations. The
two approaches represent complementary views for the understanding and prediction of forced
and internally generated climate variations.

A tiered set of retained data for the DCPP has been developed to assist in evaluation and
analysis. It is intended to encompass a minimum set of forecast and analysis variables for
verification and investigation but is not intended in any way to restrict the amount of data that
groups retain for their DCPP integrations. In particular, these data are intended to permit the
calculation of:

- means and variability statistics pertaining to the forecasts
- individual and multi-model predictability and skill measures
- information on atmospheric and oceanic structures and their evolution
- basic information on system budgets and balances
Additional special purpose data include:
- higher frequency data (for analysis of extremes, storminess etc.)
- data in support of other MIPs (see the “MIP connection table”)

Proposed timing:

The proposed timing for the DCPP generally follows that outlined for CMIP6 (slide 11). In
particular, the availability of historical forcing and future scenario information are key to DCPP
timing.

Experimental design:

e See the Goals and Overview section above for the scientific and practical questions
addressed by the DCPP

e See the attached files which include some of the above material together with
0 A tiered list of proposed experiments (DCPP_Components_30Mar15.doc).

o An overview of proposed data retention
(DCPP_Data_Retention_Tables_30Mar15.doc)

o A list of direct and indirect connections between the DCPP and other MIPs
(DCPP_MIPconnectionTable_30Mar15.doc)

Changes from CMIP5 in documentation and data treatment:



The DCPP Panel’s Data Subgroup consisting of K. Taylor (a member of the WIP), F. Doblas-
Reyes, R. Msadek and W. Mueller are our contacts with the WIP and the CMIP Panel. As noted
also in the Experimental Design material, the hope is that, in conjunction with the WIP, a
coordinated set of “basic” or “common” tiered data tables can be developed across MIPs together
with “MIP specific” tables associated with individual MIPs.



The Decadal Climate Prediction Project (DCPP)

The term “decadal prediction” encompasses predictions on annual, multi-annual to decadal
timescales. The possibility of making skilful forecasts on these timescales and the ability to do so
is investigated by means of predictability studies and retrospective predictions (hindcasts) made
using the current generation of climate models. Skilful decadal prediction of relevant climate
parameters is a Key Deliverable of the WCRP’s Grand Challenge of providing Regional Climate
Information (http://www.wcrp-climate.org/index.php/gc-regionalclimate).

The DCPP consists of three Components. Groups are invited to participate in any and/or all of the
Components, each of which are separately “tiered”:

o Component A, Hindcasts: the design and organization of a coordinated decadal prediction
(hindcast) component of CMIP6 in conjunction with the seasonal prediction and climate
modelling communities

o Component B, Forecasts: the ongoing production of experimental quasi-operational
decadal climate predictions in support of multi-model annual to decadal forecasting and
the application of the forecasts

e Component C, Predictability, mechanisms, and case studies: the organization and
coordination of decadal climate predictability studies and of case studies of particular
climate shifts and variations including the study of the mechanisms that determine these
behaviours

Many scientific and practical questions are involved. The understanding of the physical processes
that govern the long timescale predictability of the climate system is vital to improving decadal
predictions and these are explored using observations, climate model studies and the results of
decadal hindcasts. The analysis of available observations for initializing forecasts, the
improvement of the models used in the production of the forecasts, post processing of forecasts
including bias adjustment, calibration and multi-model combination, together with the production
and application of probabilistic decadal forecasts, are all involved in the research and
development efforts contributing to the DCPP. As has been the case for weather forecasting,
continued improvement in each of the components of a decadal forecasting system is expected to
yield improvement in decadal prediction skill.

The Decadal Climate Prediction Panel in conjunction with the Working Group on Seasonal to
Interannual Prediction (WGSIP), the Working Group on Coupled Modelling (WGCM), and the
CLIVAR focus on decadal variability and predictability are involved in the coordination of the
scientific and practical aspects of the DCPP.



DCPP Component A
A multi-year multi-model decadal hindcast experiment

The decadal hindcast component of CMIP follows the example of other coordinated experiments
as a protocol-driven multi-model multi-national project with data production and data sharing as
integral components.

The Goals of the decadal prediction component of CMIP include:
« the promotion of the science and practice of decadal prediction (forecasts on timescales
up to and including 10 years)
« the provision of information potentially useful for the IPCC WG1 ARG6 assessment report
and other studies and reports on climate prediction and evolution
« the production and retention of a multi-year multi-model collection of decadal hindcast
data in support of climate science and of use to the Global Framework for Climate
Services (GECS)
Scientific aspects of the DCPP to which Component A can contribute include:
e a system view (data; analyses; initial conditions; ensemble generation; models and
forecast production; post processing and assessment) of decadal prediction
« investigation of broad questions (e.g. sources and limits of predictability, current abilities
with respect to decadal prediction, potential applications, ...)
e provision of benchmarks against which to compare improvements in models and
prediction quality
« information on processes and mechanisms of interest (e.g., the hiatus, climate shifts,
AMOC etc.) in a collection of hindcasts
Practical aspects of Component A include:

* the coordination of efforts based on agreed experimental structures and timelines in order
to promote research, intercomparison, multimodel approaches, applications, and to provide
justification for research directions

e a contribution to the development of infrastructure, in particular a multi-purpose data
archive of decadal hindcasts useful for a broad range of scientific and application
questions and of benefit to national and international climate prediction and climate
services organizations

The basic elements of Component A are:

e acoordinated set of multi-model multi-member ensembles of retrospective forecasts
initialized each year from 1960 to the present

« an associated hierarchy of data sets of results generally and readily available to the
scientific and applications communities

Consultation and timing for Component A:

e The proposed timing for Component A generally follows that outlined for CMIP6 (slide
11). In particular, the availability of historical forcing and future scenario information are
key to DCPP timing.

Details of the proposed Component A decadal prediction component are listed below.



DCPP Component A hindcast protocols

The approach parallels that of the “Near-term Decadal” component of CMIP5 (Taylor et al.,
2009, dated 22 January, 2011, together with the Experiment Design Addendum at
(http://cmippcmdi.linl.gov/cmip5/experiment_design.html). Note the call for hindcasts to be

produced every year, rather than every 5 years, over the hindcast period

Table 1. Basic Component A: Hindcast/forecast experiments

#

Experiment

Notes

# of years

TIER 1: Hindcast/forecast information

Al

Ensembles of at
least 5-year, but
much preferably
10-year, hindcasts
and forecasts

Coupled models with initialization based
on observations

Start date every year from 1960 to the
present if at all possible; otherwise every
second year at minimum.

Start date on or before 31 Dec of the year
preceding the forecast period (start dates
on or before Nov 15 allow for DJF
seasonal forecast results and are
recommended)

10 ensemble members (more if possible)

Prescribed historical values of
atmospheric composition and/or
emissions (and other conditions including
volcanic aerosols). Future forcing as the
SolarMIP Tier 1 SSP2-4.5 scenario.

(30-60)x10x(5-10) =
1500-6000 years of
integration

Tl

ER 2: To quantify the effects of initialization

A2

Ensembles of
historical and near-
future climate
simulations

Made with the same model as used for
hindcasts

1850 to 2030, with initial conditions from
a preindustrial control simulation

10 ensemble members (more if possible)

Prescribed historical and future forcing as
for the A1 Experiment

170x10=1700 yrs of
integration




Table 2. Other hindcast experiments (if resources permit)

# Experiment Notes # of years
TIER 3: Effects of increased ensemble size
A3 |Increase ensemble |m additional ensemble members to 60x(5-10)xm=(300-600)m
size for the Tier 1  |improve skill and examine dependence |years of integration
Experiment of skill on ensemble size
TIER 4: Improved estimates of hindcast skill
Ad As Experiment 1 but with no
Ensembles of at information from the future with
least 5-year, but respect to the forecast
much preferably
10-year, hindcasts |Radiative and other forcing 1500-6000 years of
and forecasts information (e.g. greenhouse gas integration
concentrations, aerosols etc.)
maintained at initial state value or
projected in a simple way. No
inclusion of volcano or other short
term forcing unless available at initial
time.
TIER 4: Improved estimates of the effects of initialization
A5 Historical climate simulations up to the

Ensembles of at
least 5-year, but
much preferably
10-year, hindcasts
and forecasts

start dates of corresponding forecast
with prescribed forcing

Simulations continued from forecast
start date but with the same forcing as
in the Tier 1 Experiment, i.e. with NO
information from the future with
respect to the start date. These are
uninitialized versions of Experiment 4
hindcasts.

1500-6000 yrs of
integration




Explanatory comments

Table 1 lists the main DCPP Component A experiments. The Tier 1 hindcast experiment parallels
the corresponding CMIP5 decadal prediction experiment in using the same specified forcing
during the forecasts as is used for the Tier 2 historical climate simulations (also a DECK
component). The specification of historical and scenario forcing introduces some information
from the future with respect to the forecast and may lead to slightly overestimated historical
forecast skill measures. The main effect is expected to be due to the specification of short term
radiative forcings such as volcanoes which occur during a forecast. Other forcings, such as those
associated with greenhouse gas and aerosol emissions and/or concentrations, vary comparatively
slowly over the five or ten year period of a forecast so affect the results very little. The benefits
of using specified forcings include the use of common values across models, the ease of
treatment within models, the possibility of documenting improvements with respect to CMIP5
hindcasts, the ability to estimate the effects of initialization by comparing forecasts and
simulations which use the same forcings, and the estimation of drift corrections from hindcasts
which include the forcings and so are more suitable for the purpose of future decadal forecasts.

Table 2 lists additional experiments which are of interest if resources permit. The Tier 3
experiment increases the ensemble size in order to quantify the expected benefits and as a guide
to future forecast applications. It is not expected that many, if any, groups will undertake the Tier
4 experiments which require an additional large commitment of resources. These experiments are
of interest in order to quantify the effects of specifying forcing during the forecast period and are
included for completeness and in case the needed resources become available.

Data retention. See the file (DCPP_Data_Retention_Tables_30Mar15.doc) for an overview of
proposed DCPP data retention. Data are to be served via the Earth System Grid (ESG) and to
parallel CMIP5 although with changes to protocols as specified by the WGCM Infrastructure
Panel (WIP). At this time, 6-hourly decadal prediction data for dynamical downscaling are not
considered a priority. The hope is that, in conjunction with the WIP, a coordinated set of “basic”
or “common” tiered data tables can be developed across MIPs together with “MIP specific”
tables associated with individual MIPs.



DCPP Component B
Experimental real-time multi-model decadal predictions

The real-time decadal prediction component of CMIP will follow the example of other
coordinated experiments as a protocol-driven multi-model multi-national project with data
production and data sharing as integral components. It will build on the WMO structure already
in place for seasonal forecasts. Forecasts and verification statistics will be made available via the
web at WMO designated “Lead Centres” and mirrored via the ESGF. Lead Centres will collect
forecast and verification data from designated “Contributing Centres”. Lead Centres will produce
a multi-model forecast together with uncertainties, and maintain an archive of previous real-time
forecasts from Contributing Centres along with an assessment of performance as verifying
observations become available.

Goals
« the promotion of the science and practice of decadal prediction by generating real-time
multi-model decadal predictions
« the production and retention of ongoing multi-year multi-model decadal forecast data in
support of the Global Framework for Climate Services (GECS)
« the provision of information potentially useful for the IPCC WG1 AR6 assessment report
and other studies and reports on climate prediction and evolution
Scientific aspects
« assess decadal predictions of key variables including temperature, precipitation, mean sea
level pressure, the AMO, PDO, Arctic sea ice, the NAO, and tropical storms
e assess uncertainties and generate a consensus forecast
e permit the assessment decadal predictions of associated climate impacts of societal
relevance
Practical aspects

» the coordination of efforts based on agreed experimental structures and timelines as
specified in the protocol below

 the contribution to the development of infrastructure, in particular a multi-purpose data
archive of ongoing decadal forecasts useful for a broad range of scientific and application
questions and of benefit to national and international climate prediction and climate
services organizations
The basic elements
e anongoing coordinated set of multi-model multi-member ensembles of real-time
forecasts updated each year.
« an associated hierarchy of data sets of results generally and readily available to the
scientific and applications communities

Details of the DCPP Component B real-time decadal prediction component are listed below.



DCPP/WMO/CMIP Real-time decadal forecast protocols

Table 1. Basic Component B: Real-time decadal forecasts

#

Experiment

Notes

# of years

TIER 1: Real-time forecasts

Bl

Ensembles of
ongoing real-time
5-year forecasts

Coupled models with initialization based
on observations

Start date every year ongoing

Start date on or before 31 Dec (start dates
on or before Nov 15 allow for DJF
seasonal forecast results and are
recommended)

10 ensemble members (more if possible)

Atmospheric composition and/or
emissions (and other conditions including
volcanic aerosols) to follow a prescribed
forcing scenario as in Al.

10x5=50 years of
integration for 5-year
forecasts

TIER 2: Increased ensemble size and duration

B2.1

Increase ensemble
size

m additional ensemble members to
reduce noise and improve skill

5m yrs of integration

B2.2

Extend forecast
duration to 10
years

To provide forecast information for the
period 5 to10 years ahead

10x5=50 yrs of
integration




Table 2. Component B Data

Because of its “quasi-real time” aspect, the data aspects of Component B differ somewhat from
those of Components A and C.

Data to be served via WMO Lead Centres and mirrored on the Earth System Grid (ESG) with

protocols paralleling CMIP5 although with modifications as specified by the WGCM
Infrastructure Panel (WIP). Data to be archived by March 31% each year.

Priority

Description

Notes

Priority 1

- monthly means
- basic variables

- single level files

- surface air temperature,
precipitation, mean sea level
pressure, sea-ice, SNow,
500hPa geopotential height,
850hPa temperature

- vertically integrated
amounts of energy, salt in
the ocean

- Atlantic MOC

- fluxes of energy and
moisture at the TOA and
surface

Basic data sets for many
investigations. Applies to
quasi-real time decadal
predictions currently being
made.

Priority 2

- hindcast data for skill
assessment and forecast
calibration

- Same variables as for
Priority 1

Hindcast data for models
which have contributed to
the multi-model prediction
exercise since CMIP5

Priority as in the DCPP
Data Retention Table

- Variables as in the DCPP
Data Retention Table

More extensive data for
forecast production, research
and applications. Ongoing
upon the completion of
Component A hindcasts.

Explanatory comment

Component B real-time decadal forecasts are currently being produced based on CMIP5 and
other models and hindcast data sets. The intent is that the forecasts produced by these models will
be augmented and/or replaced by Component A results as they become available.



DCPP Component C: Predictability, Mechanisms and Case Studies

The climate system varies on multiple timescales which may be studied using physically based
and statistical models. Diagnostic studies investigate climate system behaviour inferred indirectly
from a long series of observations and/or model simulations. Prognostic studies investigate the
behaviour of models when initial conditions or model features such as physical
parameterizations, numerics or forcings are perturbed. The mechanisms involved are of great
interest as they underpin the inherent predictability of the system and as they govern forecast
skill.

Predictability studies based on perturbations to models may be referred to as “perfect model”
studies in the sense that one has perfect knowledge of the modelled climate system in terms of
the computer code. They represent “attainable predictability” only to the extent that the model is
sufficiently similar to the real system and it is important also to study their applicability.
Predictability studies are intended to give an indication of the regions and timescales for which
skilful forecasts may be possible and may also be used to study aspects of the physical
mechanisms and processes involved.

Case studies are hindcasts which focus on a particular climatic event and the mechanisms and
impacts involved. These are typically hindcast studies of an observed event although they can
include particular kinds of events in model integrations (variations of AMOC and the associated
variation of N Atlantic SSTs in models are an example). Studies of the skill with which a
particular event (e.g. the hiatus, climate shift, an extreme year, etc.) can be forecast and the
mechanisms which support (or perhaps make difficult) a skilful prediction are all of interest.

The DCPP and CLIVAR are proposing coordinated multi-model investigations of a restricted
number of mechanism/predictability/case studies believed to be of broad interest to the
community. Two research areas are the current foci of Component C. They are:

e Hiatus+: an investigation of the origin, mechanisms and predictability of long timescale
variations in global mean temperature (and other variables) including periods of both
enhanced warming and cooling with a focus on the current “hiatus”

e \olcanoes and prediction: an investigation of the influence and consequences of volcanic
eruptions on decadal prediction and predictability

A description of the proposed experiments is found below. An AGCI Workshop in Aspen in June
2015 will provide the opportunity to review Component C and to suggest modifications and/or
extensions guided by available results to that time.

The proposed experiments in Table 1 are intended to discover how models respond to a simple
imposed forcing in the tropical Pacific and in the North Atlantic. The questions at issue is the
consistency of model’s response to the forcing and the pathways through which the imposed
forcing is expressed throughout the ocean and atmosphere, especially as this illuminates model
behaviour and possible mechanistic links to retarded and accelerated global temperature
variations and regional climate anomalies.



The proposed experiments in Table 2 are directed toward an understanding of the effects of
volcanos on past and potentially on future decadal predictions. Radiative effects arising from the
aerosol loading in the stratosphere, together with subsequent dynamical effects and/or coupled
dynamical modes are of interest.

Component C1: Haitus+: Accelerated and retarded rates of global

Table 1.

temperature change

Objectives: To investigate the role of eastern Pacific and North Atlantic sea surface temperatures
in the modulation of global surface temperature trends and in driving regional climate variations.

# TIER Experiment Notes # of years
Pacemaker experiments
Cl1 1 Coupled model |Follow the experimental design of |66x10=660 years
restored to Kosaka and Xie (2013).
observed
anomalies of sea | Time period: 1950 to 2015
surface Ensemble size: 10 members
temperature in | Restoring timescales: 10 days for
the tropical 50m deep mixed layer suggested
Pacific Climatological period for
computing anomalies: 1950-2015
C1.2 1 As above but for |As C1.1 but restored to observed |66x10=660 years
the North sea surface temperature anomalies
Atlantic in the North Atlantic, 0°N to 60°N
Time period: 1950 to 2015
Ensemble size: 10 members
Restoring timescales: as for C1.1
C1.3 2 AsCl.1 As C1.1 but for the period from 30x10=300 years
1920 making the full period of the
experiment 1920-2015 (as a single
integration to avoid a discontinuity
at 1950)
Cil4 2 As Cl1.2 As C1.2 but for the period from 30x10=300 years

1920 making the full period of the
experiment 1920-2015 (as a single
integration to avoid a discontinuity
at 1950)
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Component C2: Case study of mid-1990s Atlantic subpolar gyre warming
Objectives: To investigate the predictability of the mid-1990s warming of the subpolar gyre, and

Table 2.

its impact on climate variability.

#

TIER |Experiment

Notes # of years

Prediction experiments

C21

3 |Repeat hindcasts
with altered
initial conditions

Atlantic “sub-polar ocean”[95° W to
30° E, 45° N-90° N with a linear
transition between climatology and
actual observations over the 10°
buffer zone 35° N-45° N]

- 10 member ensembles

- 5, but much preferably 10 years

- start dates end of 1993, 1994, 1995,
1996

Initialize with climatology (the 4x(5,10)x10=200-400
average over 1960 to 2009) in N years

C2.2

3 |ditto

1998, 1999

as above with start dates 1992, 1997, |200-400 years

Table 3.

Component C3: Volcano effects on decadal prediction
Objectives:
Assess the impact of volcanoes on decadal prediction skill

Investigate the potential effects of a volcanic eruption on forecasts of the coming decade
Investigate the sensitivity of volcanic response to the state of the climate system

# | TIER | Experiment Notes # of years
Prediction experiments with and without volcano forcing

C3.1 1 Pinatubo Repeat 1991 forecasts without Pinatubo |(5,10)x10=50-
forcing 100 years
- 5, preferably 10 years
- 10 ensemble members
- specify the “background” volcanic
aerosol to be the same as that used in the
2015 forecast

C3.2 2 El Chichon 1982 hindcasts as above but without EI |50-100 years
Chichon forcing

C3.3 2 Agung 1963 hindcasts as above but without|50-100 years
Agung forcing

11



# TIER |Experiment |Notes # of years
Prediction experiments for 2015 with added forcing
C34 1 Added Repeat 2015-2019/24 forecast with 50-100 years
forcing Pinatubo forcing
C35 3 Added Repeat 2015-2019/24 forecast with EI ~ |50-100 years
forcing Chichon forcing
C3.6 3 Added Repeat 2015-2019/24 forecast with 50-100 years

forcing

Agung forcing

12



DCPP Data Retention Tables

The DCPP is concerned with prediction and a main interest is in variables that can be verified
against observations. Variables that provide insight into the ability to predict observed behaviour
and the mechanisms involved are, of course, also of interest. There is a somewhat different
emphasis on retained variables for the DCPP compared to the more usual approach which aims
to study budgets, balances, processes etc. in the context of climate simulation rather than
prediction. The large number of forecast years involved in the DCPP is also a consideration.

We stress that the DCPP data retention tables are not intended to exclude other variables. If
modelling groups are willing and able to retain the variables requested for other MIPs also for
the DCPP this would be ideal.

The following is intended as a prioritized set of variables for verification and investigation but is
not intended to restrict the amount of data that groups retain for their DCPP integrations. With
this understanding, the DCPP list is ordered into priorities as follows:

e Priority 1. These are basic forecast variables aimed at permitting bias adjusted forecast
assessment, especially of well observed surface parameters and some atmospheric and
oceanic structures, together with data that provides some information on the budgets and
balances involved

e Priority 2. These are important variables that allow more detailed forecast assessment
including, to some extent, predictions for the body of the atmosphere and ocean.

e Priority 3. These variables are intended for special interest investigations.

Participants should strive to retain at least Priority 1 variables and also Priority 2 variables to the
extent that this is possible.

These tables are intended to provide an overview. Detailed specifications, including units etc.,
will be part of the “CMIP6 Data Request Compilation”. The table headings indicate the nature
of the data (e.g. TOA, BOA indicate top or bottom of the atmosphere) and the averaging period
monthly, daily or 6hour sampling.

Standard CMIP5 variable names are used. Three new variables, which lack CMIP5 standard
names, are indicated by an asterisk.

TOA fluxes Month | Day | 6h
rsdt solar incident 1 3

rsut solar out 1 3

rlut Iw out 1 3

rsutcs clear sky solar out 2

rlutcs clear sky Iw out 2




2D atmosphere and surface variables

tas sfcair T 1 1 2
tasmax day T max 1 1

tasmin day T min 1 1

uas EW wind 1 2 2
vas NS wind 1 2 2
sfcWind day mean wind 1 1
sfcWindmax | day max wind 1 1

q specific humidity 1

gsat saturated humidity 2

rhs relative humidity 1

tdps dewpoint temp 2 2

clt cld frac 1 2

ps sfc pres 2

psl mean sea level pressure 1 1 2
Other high frequency data

291000 1000hPa geopotential 2
rv850* 850hPa relative vorticity 3
BOA fluxes

rsds solar down 1 1

rlds LW down 3 3

rss net solar 1 3

rls net LW 1 2

tauu EW stress down 2 3

tauv NS stress down 2 3

hfss sensible up 1 3

hfls latent up 1 3
evspsbl net evap 1

pr net pcp 1 1 2
prsn pcp as sno 3 3
prhmax day pcp max 1 1 3
Land

ts skin temp 1

alb sfc albedo 1

mrso soil moist 1 3

mrfso frozen soil moist 1

snld sno depth 1 3

mrro runoff 1




Sea Ice

tsice sfc temp 3
sic icefraction 1
sit ice thickness 1
snld sno thickness 2
hflsi heat flux down 3
usi EW ice speed 3
VSi NS ice speed 3
strairx EW stress down 3
strairy NS stress down 3
2D Ocean (preferably on regular grid)

Physical variables

tas SST 1
t20d depth 20C 1
mlotst thickness mix layer 1
thetaot depth avg pot temp 1
theta300* depth avg pot temp to 300m 1
theta700* 700m 1
theta2000* 2000m 1
msftmyz MOC 1
msftmyza MOC atlantic 1
msftmyzba | bolus MOC 2
hfnorth northward ocean heat transport 2
hfnortha Atlantic northward heat transport 2
sltnorth northward ocean salt transport 2
sltnortha Atlantic northward salt trasport 2
Z0S sea sfc height 1
Z0Ss(q square sea sfc height 2
zostoga thermosteric sea level change 2
volo volume sea water 2
hfds net heat into ocean 1
vsf virtual salt into ocean (or equivalent fresh water flux) | 1
Biophysical variables(for ESMs)

intpp primary production 2
epcl100 export production 2
epcalc100 CaCO3 export @100m 2
epsil00 opal export @100m 2
phyc sfc phytoplankton C conc 2
chl sfc chlorophyll conc 2
spco?2 sfc pCO2 2
fgco2 air-sea CO2 flux 2
co2 atmospheric CO2 2




3D Atmos (850, 500, 200, 100, 50) Priority 1

(925, 700, 300, 30,20, 10) Priority 2

ta temp 1
ta850 temp 850 1
ua EW wind 1
va NS wind 1
hus spec hum 2
z9 geopotential 1
zg500 geopotential 500 1
wap vertical press velocity 2

3D Ocean (preferably on a regular grid at standard levels)

Physical variables

thetao pot temp 2
SO salt 2
uo EW speed 2
VO NS speed 2
WO upward speed 3
Biophysical variables(for ESMs)

dissic DIC 2
talk TA 2
no3 nitrate 2
02 02 conc 2

These tables include some variables intend to aid the prediction/assessment/study of

storm tracking

energy production applications
drought/flood studies

sea level

prediction of biophysical quantities

Special Data Sets for consideration in support of other MIPs

A subset of DynVar variables has been suggested for retention by DCPP participants, namely

zonally and daily averaged geopotential (zg) on 17 or 23 standard pressure levels.

Variables listed under SolarMIP should also be considered for retention by participants interested

in investigating the effects of solar variability on prediction.




Connections between the DCPP and other MIPs

We attempt to distinguish between MIPs with a direct connection to the DCPP, with MIPs which
have the potential of an indirect connection, and MIPs for which no connection is envisioned,
largely because they are forcing/response experiments. This is summarized in the tables below.

MIPs with Direct Connections to the DCPP

DAMIP

both DCPP and DAMIP propose historical climate simulations as well as
projections which extend beyond the “historical” period and it is important
to choose a “most probable” common scenario for the period beyond that
for which historical CMIP forcing is available

GMMIP

GMMIP also proposes an ensemble of historical simulations as for the
DCPP and DAMIP above

the DCPP hindcast results can be analyzed for skill and predictability for
aspects of the monsoons

some of the proposed pacemaker integrations could potentially align with
DCPP Component C integrations

RFMIP and
ScenarioMIP

decadal predictions depend on forcings as they affect system initial
conditions and forecasts over the historical-to-near-future period

the DCPP (as well as DAMIP and GMMIP) envision an ensemble of
simulations for the historical period and therefore depend on the clear and
timely specification of CMIP6 historical forcings as informed by RFMIP
and ScenarioMIP

for forecasts and simulations beyond the historical period, the DCPP (and
DAMIP) also depend on scenario information, again as informed by
RFMIP and ScenarioMIP

for near-future simulations and forecasts a “most probable” common
scenario should be chosen across the DCPP and DAMIP. ldeally this
would be the ScenarioMIP “large ensemble” but this apparently will not
be the case.

VolMIP

the results of the idealized volcano forcing/response VoIMIP experiments
are of direct interest to the DCPP Component C volcano studies

the proposed DCPP Component C experiments investigating the effects
of historical volcanoes in the context of initialized decadal forecasts is
directly related to VoIMIP interests




MIPs with Potentially Indirect Connections with the DCPP

AerChemMIP

The effects of aerosols in particular are of interest as they affect prediction
and predictability. They will be specified as external forcing for the DCPP
so it is important that there be agreement on these forcings across CMIP6
Component C of the DCPP will consider the effect of volcanic aerosols on
prediction and predictability but we do not see a more intimate connection
with AerChemMIP at this time

CAMIP

it is of interest to consider the prediction and predictability of
biogeochemical quantities if ESMs are used for the DCPP and this would
benefit from a connection with C4AMIP

> some coordination of the data retention tables between C4MIP and the
DCPP is necessary

> the availability of biogeochemical verification data over the DCPP
prediction period is a key connection

ENSOMIP

the DCPP hindcast results can be analyzed for ENSO skill and
predictability

FAFMIP

DCPP results can provide hindcasts and estimates of predictability for sea
level in those models for which sea level is a prognostic variable

DCPP results can provide hindcast information on the steric component
of sea level for models without prognostic sea level

DCPP results can provide forecast surface flux anomalies if these are of
interest

HighResMIP

some DCPP hindcast experiments may be performed with high resolution
models

OMIP

some DCPP hindcast experiments may use OMIP information for initial
conditions

LS3MIP

the DCPP hindcasts can be analyzed with respect to skill (to the extent
that verifying data is available) and predictability for land surface
variables

SIMIP

the DCPP hind/forecasts, while not specifically directed toward
predictions of sea ice, can be analyzed in terms of cryospheric variables

SolarMIP

the results from DCPP hindcasts made with models that are able to
incorporate the spectrally dependent shortwave forcing associated with
solar variability can be analyzed for skill and predictability related to
solar variability during the hindcast period




MIPs where a Connection with the DCPP is not foreseen

CEMIP

GeoMIP

GDDEX

ISMIP6

LUMIP

nonlinMIP

OCMIP6

PDRMIP

PMIP

SensMIP1

CORDEX
e the difficulties of data retention, bias adjustment etc. make the
downscaling of decadal hind/forecasts a difficult and expensive task
e consultations with CORDEX co-chairs and others suggests that the time is not ripe

VIAAB




Flux-anomaly-forced model intercomparison experiment (FAFMIP)
Application for CMIP6-Endorsed MIPs

Last updated: 31 March 2015

Steering committee

Jonathan Gregory (chair, j.m.gregory@reading.ac.uk), Detlef Stammer (detlef.stammer@zmaw.de),
Stephen Griffies (stephen.griffies@noaa.gov)

Goals and overview of experiments

FAFMIP is proposed in support of the WCRP Grand Challenge on sea level rise and regional impacts.
Projections of regional sea level change by CMIP5 AOGCMs, like earlier AOGCM generations, show
a substantial spread due to the different models’ differing simulations of regional ocean density and
circulation changes, especially in high latitudes and the North Atlantic (Yin, 2012,
10.1029/2012GL052947; Bouttes et al., 2012, 10.1029/2012GL054207; IPCC AR5 WG1 chapter 13,
Church et al., 2013; Slangen et al, 2014, 10.1007/s10584-014-1080-9). By applying flux perturbations
from a range of CMIP5 models to the same AOGCM, previous analyses have shown that a substantial
fraction, but not all, of the diversity of sea level projections arises from the spread in AOGCM
projections of changes in surface fluxes of momentum (windstress), heat and freshwater (Bouttes et
al., 2012, cited above; Bouttes et al., 2014, 10.1007/s00382-013-1973-8; Bouttes and Gregory, 2014,
10.1088/1748-9326/9/3/034004).

In the FAFMIP experiments, a prescribed set of surface flux perturbations will be applied to the
ocean. These perturbations will be obtained from the ensemble-mean changes simulated at time time
of doubled CO;, by CMIP5 AOGCMs under the 1pctCO2 scenario, so they are representative of
projected anthropogenic climate change. The aims of the experiments are:

¢ to quantify the difference in the geographical patterns of sea level change due to ocean density and
circulation change simulated by the models, when given common surface flux perturbations.

e to provide information about the efficiency and interior distribution of ocean heat uptake in
response to climate change; the AOGCM spread in these phenomena contributes to their spread in
transient climate response and global mean sea level rise due to thermal expansion.

e to provide information about the sensitivity of the Atlantic meridional overturning circulation
(AMOC) to prescribed buoyancy forcing of the character expected for CO, forcing, rather than
idealised freshwater forcing such as has been used in previous AMOC intercomparisons; change in
the AMOC is of relevance to both regional and global sea level rise, as well as to regional climate
change.

The FAFMIP experiments are aimed at increased physical understanding. They are not themselves
policy-relevant scenarios, but obviously the uncertainties in projection of global and regional sea level
and AMOC change are of great policy relevance.

The steering committee undertakes to ensure that a paper on the FAFMIP design will be prepared, and
all participants will be encouraged to collaborate in producing a paper on the results. At the time of
writing (25 Nov 2014) there are nine groups who plan to run FAFMIP experiments (ACCESS,
CanESM, CNRM/CERFACS, GISS, GFDL, MIROC6, MPI, MRI, UKESM) and one other possibility
(IPSL).

Design of experiments (see http://www.met.reading.ac.uk/~jonathan/FAFMIP)

All the experiments will add anomalies to the surface fluxes computed by the AOGCM (like a flux
adjustment). The fluxes themselves will not be replaced because this would typically cause a very
large climate drift and possible instability, and is technically more complicated than adding an
anomalous flux. The surface flux anomalies are a function of (longitude, latitude, time of year) and
constant throughout the experiments, which are proposed to be 70 years long (but shorter experiments
would still be useful if 70 years cannot be afforded). The experiments will branch from and be



analysed by comparison with the standard CMIP DECK pre-industrial control. All the experiments
have pre-industrial atmospheric conditions.

There are three tier-1 experiments, most important first. The bold word is the name of the experiment.

wind: Impose a perturbation in surface zonal and meridional windstress. We propose this experiment
first because the windstress change appears to have the largest effect on sea level in CMIP5
scenario experiments. In addition to its relevance to sea level, this experiment will also be of
interest regarding the phenomenon of eddy saturation (relative insensitivity of the circumpolar
circulation to windstress change), especially in eddy-resolving models, and to study the influence
of windstress change on advecting circumpolar deep water towards the Antarctic continental shelf,
where it could affect ice-shelf melting and hence sea-level rise through the effect on ice-sheet
dynamics (a different aspect of the Grand Challenge). The perturbation is made to windstress,
rather than to wind speed in the atmosphere, because windstress is the flux experienced by the
ocean. AOGCMs typically use other diagnostics of wind speed to supply turbulent mixing energy
to the ocean in addition to windstress. Perturbing these quantities is not included in the proposed
design at present.

heat: Impose a perturbation in surface heat flux, which is second in importance in its influence on
patterns of sea level change. It has also been found in a previous analyses to be the main influence
on AMOC change. In an AOGCM, imposing a heat flux perturbation is not straightforward,
because it alters the SST, which affects the surface heat flux calculated by the atmosphere model
and tends to cancel out the perturbation. In this experiment and in the allFAF experiment, we
propose to use a passive tracer to avoid this feedback (see documents on website). The design
allows us to distinguish the effects of added heat and redistribution of the control heat content.

water: Impose a perturbation in the surface freshwater flux (including the contribution from runoff
change). This is the least influential surface flux.

There are two tier-2 experiments.

passiveheat: Add a surface flux of passive tracer at the same rate as the surface heat flux perturbation
in the heat experiment. This flux will be added to the top layer of a passive temperature tracer.
Comparison of this experiment with the heat experiment will allow the effect of ocean advection
on surface heat flux feedback to be assessed (cf. Winton et al., 2013, 10.1175/JCLI-D-12-00296.1).

allFAF: In the allFAF experiment, the anomalous fluxes of wind, heat and water are simultaneously
applied, using the passive-tracer method for heat as in the heat experiment.

Diagnostics

No changes to the standard CMIP set of diagnostics or CF, CMOR or ESG are required. The analysis
of sea level change will mainly use zos, zostoga, thetao and so. Analyses of ocean heat uptake
efficiency will use thetao. Analyses of the AMOC will use msftmyz, msftyyz, uo and vo. It is strongly
recommended that 3D ocean diagnostics should be implemented for monthly-mean temperature and
salinity tendencies (6T/ot and 0S/ot) due to the various physical processes which modify the state
(advection, diffusion, etc.). These diagnostics have been included in Table 2.9 of the
recommendations from the CLIVAR Ocean Model Development Panel committee on CMIP6 ocean
model output for use in all CMIP6 experiments, including DECK for instance, but their usefulness for
FAFMIP is particularly noted there. If the d/ct diagnostics are not submitted for all experiments, for
FAFMIP they are particularly requested for the DECK piControl as well as for the FAFMIP
experiments, since piControl is the control for wind, heat, water and all.

Proposed timing

The required input fields will be prepared by the end of April 2015 and experiments can be done
thereafter by any interested groups. Interim versions are currently being tested by three groups.



Geoengineering Model Intercomparison Project (GeoMIP)
Application for CMIP6-Endorsed MIPs

Last updated: 31 March 2015
Name of MIP: The Geoengineering Model Intercomparison Project (GeoMIP)

Co-chairs of MIP: Ben Kravitz (ben.kravitz@pnnl.gov) and Alan Robock
(robock@envsci.rutgers.edu)

Members of the Scientific Steering Committee:

¢ Ben Kravitz (Pacific Northwest National Laboratory, ben.kravitz@pnnl.gov)

e Alan Robock (Rutgers University, robock@envsci.rutgers.edu)

e Olivier Boucher (Laboratoire de Méteorologie Dynamique, IPSL, CNRS/UMPC,
olivier.boucher@Imd.jussieu.fr)

e Mark G. Lawrence (Institute for Advanced Sustainability Studies,
mark.lawrence@iass-potsdam.de)

e John C. Moore (Beijing Normal University, john.moore.bnu@gmail.com)

e Ulrike Niemeier (Max Planck Institute for Meteorology,
ulrike.niemeier@mpimet.mpg.de)

e Trude Storelvmo (Yale University, trude.storelvmo@yale.edu)

e Simone Tilmes (National Center for Atmospheric Research, tilmes@ucar.edu)

e Robert Wood (University of Washington, robwood2@uw.edu)

Website: http://climate.envsci.rutgers.edu/GeoMIP/

Goal of the MIP and a brief overview: As anthropogenic climate change continues
unabated, society is exploring research into options for addressing the effects of
greenhouse gas emissions. One of these options could be geoengineering. Therefore,
research on the climate effects and impacts of geoengineering is crucial. The goal of
GeoMIP is to understand robust climate model response to geoengineering.

GeoMIP directly addresses the key CMIP6 theme of geoengineering. Moreover, the
study of geoengineering, particularly through climate model simulations under GeoMIP,
have proven to address multiple key CMIP6 focus areas, including clouds/circulation,
chemistry/aerosols, characterizing forcing, carbon cycle, regional climate/extremes,
scenarios, and ocean/sea ice. The effects and impacts of global scale interventions in the
climate system are broad, and GeoMIP is well poised to address such breadth with its
wide variety of participants and interests.

References:
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F. Lamarque, G. Pitari, and J. M. English (2014), A new Geoengineering Model
Intercomparison Project (GeoMIP) experiment designed for climate and
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An overview of the proposed experiments: Please see the attached document detailing
the experiment design and the scientific questions/motivation behind each experiment.
We are proposing four Tier 1 experiments to be included in this phase of GeoMIP. This
document will form the basis of a manuscript to be submitted to Geoscientific Model
Development.

All experiments are built on the CMIP DECK or the ScenarioMIP Tier 1 simulations® and
will be useful complements to the standard CMIP analyses. We anticipate the model
output from GeoMIP6 simulations will be of use to the climate modeling community
(comparisons of future trajectories of climate change and understanding climate
feedbacks), the Impacts Adaptation and Vulnerability (IAV) community (understanding
how geoengineering can alleviate, modify, or exacerbate the impacts of climate change),
and policy makers (determining which geoengineering technologies may work, the
possible effects of geoengineering, and which climate impacts geoengineering can alter).

An overview of the proposed evaluation/analysis of the CMIP DECK and CMIP6
experiments: GeoMIP currently has a special joint issue of Atmospheric Chemistry and
Physics and Geoscientific Model Development, which will include the following
analyses:

1. Special issue introduction — Ben Kravitz, Alan Robock, others

2. Glocean-albedo overview — Ben Kravitz

3. G4cdnc overview - Hannele Korhonen

4. G4sea-salt overview — Jon Egill Kristjansson

5. Vegetation response in G1 - Susanne Glienke and Pete Irvine

6. Carbon cycle feedbacks — Andrew Lenton

7. Sea level rise in G4 — John Moore

8. Extreme events in G4 — John Moore

9. Agricultural impacts — Lili Xia and Alan Robock

10. Stratospheric dynamics in G3 and G4 — Hauke Schmidt

11. Comparison of G3 and G3solar — Simone Tilmes

12. Effects on ENSO — Corey Gabriel and Alan Robock

13. Southern Hemisphere Circulation in G3 and G3solar — Steven Phipps

1 As of the drafting of this document, the ScenarioMIP Tier 1 scenarios are not
finalized. Both Tier 1 and Tier 2 will have high, medium, and low forcing scenarios
(referring to the level of anthropogenic forcing exhibited during the scenarios). The
GeoMIP experiments will be based upon the Tier 1 ScenarioMIP experiments,
regardless of what their final form may be.



14. Effects on the QBO — Ulrike Niemeier

15. Effects on the Indian Monsoon — Saroj Kanta Mishra

16. Ocean circulation in G1 — Phil Rasch

17. Scavenging processes in G4sea-salt — Hailong Wang

18. Stratospheric sulfate aerosol microphysics — Jason English

Each potential paper is listed with a responsible first author who will be leading the
analysis. All of these papers will involve analysis of currently existing model output. As
output from the GeoMIP6 experiments becomes available, any resulting papers will also
be included in this special issue.

There is also an experiment design paper (attached) that will be submitted to the CMIP6
special issue. We will request that this manuscript be cross-linked to the aforementioned
GeoMIP special issue.

Proposed timing: The GeoMIP community is currently engaged in analyzing output
from the already existing model output from previous experiments; results from this will
be included in the previously described special joint issue, which will be open for
submission for two years. Simulations of the new experiments will be conducted in
concordance with the CMIP6 timetable; they will begin as soon as the forcing scenarios
are available. The community is constantly generating new ideas for experiments (for
examples, please see the GeoMIP Testbed in the attached document), and we anticipate
that GeoMIP is likely to continue in a rolling fashion, designing new experiments as
ideas emerge.

A prioritization of the suggested experiments, including any rationale: Please see the
attached document describing the experiments.

All model output archived by CMIP6-Endorsed MIPs is expected to be made
available under the same terms as CMIP output. Most modeling groups currently
release their CMIP data for unrestricted use. If you object to open access to the
output from your experiments, please explain the rationale.: We are quite happy with
open access and strongly encourage any interested party to contact us for guidance on
how to download GeoMIP output and an up-to-date list on the current areas of analysis
that are already being explored.

List of output and process diagnostics for the CMIP DECK/CMIP6 data request:
GeoMIP has proven to have broad appeal to a wide variety of communities, so we do not
wish to restrict the output to any narrow set of variables that might be requested by any
particular focus of analysis. We are requesting that all participating models output the
standard set of variables requested by CMIP6. We have been quite happy with the wide
variety of output that has been saved by modeling groups in the past.

We anticipate that our output will be used for both understanding of the climate system
and for downstream users, such as the impacts assessment community. We have begun



preliminary discussions with broader communities, such as the impacts assessment
community, as well as other social science communities, to determine how our output can
best be used to promote understanding of geoengineering.

Any proposed contributions and recommendations for
o model diagnostics and performance metrics for model evaluation;
0 observations/reanalysis data products that could be used to evaluate the
proposed experiments. Indicate whether these are available in the
obs4MIPs/ana4MIPs database or if there are plans to include them;

0 tools, code or scripts for model benchmarking and evaluation in open
source languages (e.g., python, NCL, R).
GeoMIP itself is unlikely to contribute any of these materials, although individual
researchers may provide contributions.

Any proposed changes from CMIP5 in NetCDF metadata (controlled vocabularies),
file names, and data archive (ESGF) search terms. No requested changes.

Explanation of any proposed changes (relative to CMIP5) that will be required in
CF, CMOR, and/or ESGF. No requested changes.

The main criteria for MIPs to be endorsed for CMIP6 are

* The MIP and its experiments address at least one of the key science questions
of CMIP6; Geoengineering is one of the key themes in CMIP6, which GeoMIP
directly addresses. GeoMIP also directly addresses all three broad scientific
questions of CMIP6. Understanding the Earth System’s response to forcing is at
the core of all geoengineering studies, and GeoMIP seeks to understand the
commonalities and differences of model response to those forcings. GeoMIP
studies have also revealed that geoengineering simulations can be a useful method
of constraining model feedbacks, thus providing a unique way of revealing the
sources of systematic model biases. Geoengineering is a method of directly
addressing future climate change, and there have been several studies published
showing how geoengineering can manage some of the uncertainties in the climate
system. All of the proposed GeoMIP6 experiments (see attached document) are
based upon future climate change scenarios, and two of them directly address the
question of using geoengineering as part of a portfolio of approaches to manage
future climate change.

 The MIP demonstrates connectivity to the DECK experiments and the
CMIP6 Historical Simulation; The proposed GeoMIP6 experiments are entirely
based upon the DECK experiments or the ScenarioMIP Tier 1 experiments®, which
are extensions of the CMIP6 Historical Simulation.

e The MIP adopts the CMIP modeling infrastructure standards and
conventions; All of the output from our experiments will be processed and
documented in accordance with CMOR standards. The same teams that are



preparing the DECK and CMIP6 Historical Simulations will also be conducting
simulations for GeoMIP6.

All experiments are tiered, well-defined, and useful in a multi-model context
and don’t overlap with other CMIP6 experiments; The attached document
provides a detailed description of all of the proposed experiments, which are
divided into two tiers. Justification for completing the experiments in a multi-
model context is provided for each experiment. We have identified synergies
between our proposed experiments and other participating MIPs, but we are
unaware of any other group proposing geoengineering experiments.

Unless a Tier 1 experiment differs only slightly from another well-established
experiment, it must already have been performed by more than one modeling
group; The proposed experiment Glext is quite similar to experiment G1, which
has been simulated by 13 modeling groups. Experiments G6sulfur and G6solar are
similar to past experiment G3, which has been performed by 5 modeling groups.
These two experiments are proposed here because they are better defined than G3
was, easier to simulate than G3 (thus hopefully garnering greater participation
from modeling groups), and more relevant to future scenario experiments. Test
simulations of G7cirrus have been performed by at least three models; preliminary
results and citations are included in the attached document.

A sufficient number of modeling centers are committed to performing all of
the MIP’s Tier 1 experiments and providing all the requested diagnostics
needed to answer at least one of its science questions; We currently have 16
models participating in GeoMIP. Commitment to performing the proposed
GeoMIP6 experiments has been pledged by modeling teams representing current
or projected new versions of the models BNU-ESM, CanESM2, CCSM4, CESM-
CAMS5, CSIRO-Mk3L, EC-Earth, GISS-E2-R, HadGEMZ2-ES, IPSL-CM5A-LR,
MIROC-ESM, MPI-ESM-LR, and NorESM1-M (12 models total). In addition,
diagnostic simulations will be performed by CESM-WACCM, and there will be
substantial participation in GeoMIP by chemistry climate models through the
proposed experiment G4-SSA.

The MIP presents an analysis plan describing how it will use all proposed
experiments, any relevant observations, and specially requested model output
to evaluate the models and address its science questions; The attached
document provides a detailed description of the science questions central to
GeoMIP6 and how each experiment will address those questions. We have also
provided above a list of papers that have been pledged for the ACP/GMD special
issue of GeoMIP, and we have provided a list of references detailing past GeoMIP
studies. All of these analyses will remain relevant for the new proposed GeoMIP6
experiments, and we expect additional proposed papers on these topics, as well as
new topics, to emerge as time progresses.

The MIP has completed the MIP template questionnaire; These have been
completed, and we have no additional updates to them.

The MIP contributes a paper on its experimental design to the CMIP6 Special
Issue; The attached experiment description will be this paper.



The MIP considers reporting on the results by co-authoring a paper with the
modeling groups; Papers of this type are the key outputs of GeoMIP. Producing
these papers is standard practice for participating in GeoMIP, and all participants
have repeatedly shown they are quite eager to analyze and publish results. The
“official” GeoMIP policy is that if a paper is written using GeoMIP output
produced within the past 12 months (approximately), all modeling groups that
produced that output should be invited to contribute to the paper as co-authors.
Specific dates applying to all GeoMIP experiments are posted on the GeoMIP
website.

Potential synergies with other MIPs

Several of the new proposed experiments are based upon the Tier 1 experiments
in ScenarioMIP"; it is common practice for new GeoMIP experiments to be based
on core experiments describing future projections of climate change, so we expect
this synergy to continue long into the future. We have also discussed with them a
forcing overshoot scenario and a parallel simulation in GeoMIP.

As is outlined in the attached document, there are many uncertainties in the
accurate representation of sulfate aerosol microphysics associated with
stratospheric sulfate aerosol geoengineering. A key step in narrowing these
uncertainties is understanding the microphysical evolution of stratospheric sulfate
aerosols from volcanic eruptions, especially large eruptions in which the
coagulation processes strongly affect aerosol lifetime. This is at the core of
VoIMIP and is also a priority for DAMIP. The results obtained from these two
MIPs will be important for informing proposed and future simulations in
GeoMIP. In particular, the DAMIP experiment histVLC and all of the Type | and
Type Il experiments in VoIMIP are highly relevant to GeoMIP.

The questions in nonlinMIP are central to the experimental design of GeoMIP:
How do abrupt changes in radiative forcing impact the climate? As was described
in the nonlinMIP proposal, GeoMIP experiments can be used to inform the
analyses central to nonlinMIP, especially considering that geoengineering
simulations can alter the strengths of temperature-related feedbacks that are the
source of many climate system nonlinearities.

Changes in the hydrological cycle are some of the key motivations behind
GeoMIP: what are the effects of CO, on the hydrological cycle, and how are
these changes mitigated or enhanced by geoengineering? Addressing these
concerns is at the center of PDRMIP. Simulation Glext in GeoMIP consists of a
combination of the single forcing simulations that are proposed to be included in
PDRMIP, so we anticipate that results from GeoMIP can inform the analyses of
PDRMIP, and vice versa.

The goals of GeoMIP and RFMIP are quite concordant; GeoMIP at its core seeks
to understand the relationship between radiative forcing and climate response. It
has been shown that some GeoMIP simulations (particularly G1lext) can provide a
novel way of constraining the climate response to better isolate the quantities that
can aid in the mission of RFMIP to quantify radiative forcing. The GeoMIP6 Tier
2 experiments involving fixed sea surface temperatures can also be analyzed in



concert with the RFMIP leads, providing additional information about effective
radiative forcing.

It has long been known that land use change is a substantial climate driver; this is
at the core of LUMIP. A new proposed experiment in the GeoMIP Testbed is
aimed at idealized simulations of land use change as a method of geoengineering.
The findings of LUMIP will inform the boundaries of land use modification as a
method of geoengineering, providing information about the feasibility of this
newly proposed Testbed experiment.

GeoMIP has a natural connection to the Chemistry Climate Model Initiative
(CCMI), which is a key partner in AerChemMIP. Many of the interests in
aerosol-chemistry and climate interactions overlap between AerChemMIP and
GeoMIP. Moreover, G4-SSA is a proposed experiment to CCMI.

CFMIP has proposed two experiments involving a 4% increase or decrease in
total solar irradiance. This simulation is quite complimentary to the DECK
experiment abrupt4xCO2 and to our experiment Glext (and the past experiment
G1). Glext is a simulation of two combined forcings: CO, and solar irradiance
changes. Applying each of those forcings individually is a crucial step in
understanding the climate response in Glext. Similarly, analyses of Glext can
provide information about rapid adjustments and feedback strengths, especially
related to clouds, that arise in both abrupt4xCO2 and the proposed CFMIP solar
experiments. The coordinators of CFMIP have invited GeoMIP to cosponsor and
coordinate their analysis of these experiments dealing with solar irradiance
changes.
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Abstract. We present a suite of new climate model experiment designs for the
Geoengineering Model Intercomparison Project (GeoMIP). This set of experiments,
named GeoMIP6 (to be consistent with the Coupled Model Intercomparison Project
Phase 6), builds on the previous GeoMIP project simulations, and has been
expanded to address several further important topics, including key uncertainties in
extreme events, the use of geoengineering as part of a portfolio of responses to
climate change, and the relatively new idea of cirrus cloud thinning to allow more
longwave radiation to escape to space. We discuss experiment designs, as well as
the rationale for those designs, showing preliminary results from individual models
when available. We also introduce a new feature, called the GeoMIP Testbed, which
provides a platform for simulations that will be performed with a few models and
subsequently assessed to determine whether the proposed experiment designs will
be adopted as core (Tier 1) GeoMIP experiments. This is meant to encourage
various stakeholders to propose new targeted experiments that address their key
open science questions, with the goal of making GeoMIP more relevant to a broader
set of communities.
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1. Introduction

As anthropogenic climate change continues largely unabated, society is exploring
research into options for addressing the effects of greenhouse gas emissions. Along
with mitigation and adaptation, a further option that is under consideration is solar
radiation management (SRM). SRM involves deliberate modification of the climate
system to offset the radiative effects of increasing anthropogenic greenhouse gases
by either increasing the reflection of solar radiation back to space or increasing the
outgoing flux of terrestrial radiation. SRM is sometimes considered under the larger
umbrella of “geoengineering” or “climate engineering”, which also includes
proposals for carbon dioxide removal (CDR). In this paper we will use the term
“geoengineering”, in the context of the Geoengineering Model Intercomparison
Project (GeoMIP), to specifically refer to the broad range of proposed SRM
techniques. Better understanding the potential role that SRM might have in
addressing climate change requires research on the climate effects and impacts, as
well as the underlying processes involved and their uncertainties.

The goal of GeoMIP is to understand the robust climate model responses to
geoengineering (Kravitz et al.,, 2011). So far, there have been seven core climate
model experiments designed for analyzing the effects of solar irradiance reduction,
an increase in the loading of stratospheric sulfate aerosols, and marine cloud (or
sky) brightening (Kravitz et al., 2011, 2013a), as well as several additional
experiments proposed by various groups. Table 1 lists all of the designed
experiments to date. GeoMIP has achieved success a number of fronts: twelve
modelling groups have participated in one or more experiments; as of the writing of
this paper, GeoMIP has resulted in over 20 peer-reviewed publications; and results
from GeoMIP were featured in the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change (Boucher et al., 2013), the recent
National Academy of Sciences report on SRM (NAS, 2015), and the final report from
the European Transdisciplinary Assessment of Climate Engineering (EuTRACE;
Schifer et al., 2015).

These past efforts targeted specific areas, but were not designed to answer all
questions about the potential climate effects of geoengineering, including about new
geoengineering methods that have been proposed, and remaining unanswered
questions about conduct and design of research activities (Schafer et al.,, 2015). The
Coupled Model Intercomparison Project is beginning its sixth phase (CMIP6), and
one of its focus areas is geoengineering (Meehl et al., 2014). Now is an opportune
moment to address some of the key uncertainties regarding geoengineering by
introducing designs for a new suite of climate modeling experiments. Pressing
questions we propose to address include:

1. How would geoengineering affect changes in less easily detectable climate
features, such as extreme events, modes of natural variability, regional
impacts, and long timescale processes?

2. Cirrus cloud thinning is a newly proposed geoengineering method. What are
the common responses in its simulation?
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3. What are common responses in climate models if geoengineering were to be
used in concert with mitigation and adaptation? That is, what if
geoengineering is used to only partially offset climate change?

4. What are robust differences in the climate model response between
stratospheric sulfate aerosol injection and solar irradiance reduction?

In this paper, we outline four Tier 1 experiments for the next phase of GeoMIP,
which, to be consistent with the numbering convention of CMIP, we call GeoMIPé6.
The experiment design for GeoMIP6 is based on discussions held at the Fourth
GeoMIP Workshop (Paris, April 2014; Kravitz et al., 2014a), the SCRiM All Hands
Meeting (State College, May 2014), and the Exploring the Potential and Side Effects
of Climate Engineering (EXPECT) workshop (Oslo, June 2014), as well as an
experiment proposed for inclusion in the Chemistry Climate Model Initiative (CCMI;
Tilmes et al,, 2014). All of the proposed experiments are listed in Table 1 along with
all previous GeoMIP and GeoMIP-affiliated experiments.

2. Tier 1 experiments in GeoMIP6

In this section, we outline the four Tier 1 experiments that are proposed for
GeoMIP6. These same experiments have also been proposed for inclusion in CMIP6,
with GeoMIP serving as an officially endorsed model intercomparison project.

The general experimental protocol is somewhat different from that of the previous
experiments (Kravitz et al., 2011; Kravitz et al., 2013a; also see Table 1). There has
recently been interest in conducting geoengineering studies that examine
phenomena for which previous experiments have generated only a low signal-to-
noise ratio: for example, extreme temperature and precipitation events (Curry et al.,
2014). To obtain more robust estimates of potential changes in extremes, we are
now requesting that all simulations be conducted for longer than 50 years.
Cessation or termination (in which the background scenario continues, but
geoengineering is no longer conducted) is no longer part of the experimental
protocol. Many of the broad messages associated with the so-called termination
effect were well captured by Jones et al. (2013), so additional efforts to represent
termination are not currently a high priority.

The monthly average output requested for each experiment should be the same as is
requested for the core CMIP6 experiments (see below). In addition, we request that
all modeling groups produce the following at daily frequency: minimum and
maximum near-surface air temperature (reference height; usually 1.5-2 m), total
surface precipitation, surface convective precipitation, and near-surface (usually 10
m) wind speed, and hourly surface ozone concentration, if available. If possible,
precipitation and convective precipitation should be reported as a cumulative value
at 6-hourly frequency, and wind speed should be reported as an instantaneous value
at 6-hourly frequency. Each modeling group should produce a minimum of three
ensemble members for each experiment; ideally, groups would complete five or
more ensemble members.
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As before, the Tier 1 experiments will be based on core experiments in CMIP. The
newest version of the core CMIP6 experiments is called the CMIP Diagnostic,
Evaluation and Characterization of Klima (DECK) experiment portfolio (Meehl et al.,
2014). This will include many different simulations, but the DECK simulations that
are relevant for GeoMIP6 are piControl, historical, and abrupt4xC02, each of which
was also included in CMIP5. Additionally, simulations involving future projections
of climate change scenarios will be based on the Tier 1 simulations of ScenarioMIP
(O'Neill et al., 2014). Tier 1 of ScenarioMIP will consist of high, medium, and low
forcing scenarios, referring to the amount of anthropogenic radiative forcing
exhibited in that scenario.

2.1. Glext

This experiment is planned as an extended version of Experiment G1 (Kravitz et al.,
2011). Glext proposes that, beginning from a preindustrial simulation (piControl),
the net top of atmosphere (TOA) radiative flux imbalance due to an abrupt
quadrupling of the CO; concentration (abrupt4xC02) would be balanced via a
reduction in total solar irradiance (Figure 1). Here, “balance” is defined as the
global mean value top-of-atmosphere net radiative flux being within +0.1 W m-2 of
the piControl experiment over an average of years 1-10 of the simulation. The
original G1 was conducted for 50 simulation years, so this will be a simple extension
of the previous experiment. Modeling groups that have already moved on to a new
model version, or for whatever reason are not able to extend their previous model
run, should run experiment G1lext for the full 100 years with their new version.

G1 has proven quite successful in revealing the underlying climate behavior in
response to solar irradiance reduction; it also received the highest participation of
all GeoMIP experiments thus far. Most models have been modified since CMIP5, so
evaluating climate response to G1 with the new model versions could serve as a
useful comparison. A longer simulation will also improve the detection of changes
in extreme events and modes of climate variability. Moreover, some processes of
interest, such as changes in ice sheet dynamics or deep ocean circulation, take
longer to resolve than 50 years. Although 100 years is probably an insufficient
length of time to assess changes in these fields, it may nevertheless allow enough
time for an early indication of features that emerge above the noise level of the
climate system; early detection will be aided by having multiple ensemble members
in the simulations.

G1 is the only original experiment from Kravitz et al. (2011) that is proposed to be
lengthened. The climate response in G2 is very similar to that of G1, but with a lower
signal-to-noise ratio, so extending G2 is unlikely to provide substantial additional
information. A new experiment (G6sulfur, below) has been proposed that will
accomplish similar goals to G3, but without some of the inherent ambiguities that
caused difficulties in interpreting results from G3 in certain cases. G4 may be
extended in the future, but such a simulation is not a high priority at this time.
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2.2. G6sulfur

Previous GeoMIP experiments (G3 and G4) used RCP4.5 as a background scenario.
To maintain relevance to the newly designed experiments in CMIP6, our
background scenario is changed to follow the ScenarioMIP Tier 1 scenarios,
described above.

Under experiment G6sulfur (Figure 2), stratospheric sulfate aerosol precursors will
be injected into the model with the goal of reducing the value of net anthropogenic
radiative forcing from the ScenarioMIP Tier 1 high forcing scenario to match that of
the ScenarioMIP Tier 1 medium forcing scenario (within £0.1 W m-2). The
motivation for this choice is to evaluate a climate in which geoengineering is used to
only partially offset climate change, leaving the remainder for mitigation and
adaptation. The choice of the medium forcing scenario as the target instead of the
low forcing scenario (as in Section 4.1) is because the required amount of sulfate
aerosol injection to achieve a low anthropogenic forcing is quite large, and
representing such large values of injection in a variety of climate models will likely
lead to highly variable inter-model results that are overly sensitive to individual
parameterizations.

For this experiment, geoengineering will be simulated over years 2020-2100. All
atmospheric constituents in the ScenarioMIP Tier 1 scenarios are well defined
through the year 2100. Modeling groups that have an internal sulfate aerosol
treatment should calibrate the radiative response to sulfate aerosols individually so
that the results will be internally consistent. This procedure will be more difficult
for models that have a complex microphysical treatment of the aerosols, which may
require more sophisticated methods of meeting the goals of G6sulfur. One method
to calculate the necessary amount of sulfate aerosol is a double radiation call, once
with and once without the stratospheric aerosols. Another potential method
involves using feedback methods (Jarvis and Leedal, 2012; Kravitz et al., 2014b;
MacMartin et al., 2014). For models that have no dynamical treatment of sulfate
aerosols, GeoMIP will provide a data set of aerosol optical depth, as well as ozone
fields that are consistent with this aerosol distribution; these fields will be
consistent with the fields generated for G4SSA (see Section 3.2 for further details).
The amount of sulfate injection needed for a given model to achieve the goals of this
experiment may vary, so modeling groups should scale the aerosol and ozone
perturbation fields as necessary.

Of notable importance is that the lifecycle of stratospheric sulfate aerosols is very
complex. To date, there are no comprehensive simulations of stratospheric sulfate
aerosol geoengineering that include aerosol microphysical processes, explicit size
representation, interactive chemistry, clouds, and radiation. Of the more
comprehensive simulations conducted, some studies include aerosol microphysics
and explicit size representation but do not allow oxidants to evolve (e.g.,
Heckendorn et al., 2009) or do not allow aerosol heating to interact with radiation
and dynamics (e.g., English et al., 2012). Other studies include aerosol microphysics
and heating, but represent the aerosol size distribution in assumed lognormal
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modes of prescribed constant width (e.g., Niemeier et al,, 2011, 2013). Because
geoengineering has not been conducted in the real world, there are no observations
to constrain these particular physical processes in models. Kokkola et al. (2009)
showed that even for volcanic eruptions, capturing the evolution of the aerosol size
distribution is more difficult for larger amounts of stratospheric SO injection. An
additional complicating factor is that stratospheric aerosol geoengineering would be
expected to modify the quasi-biennial oscillation (Aquila et al., 2014); this is
important for the direct effects on circulation as well as the fact that the phase of the
quasi-biennial oscillation would affect the rate of meridional transport of
stratospheric aerosols. Development of models that can represent these processes
and thus constrain the uncertainties that may arise is ongoing, and we expect that
substantial progress will be made by the time the GeoMIP6 experiments will begin.
Nevertheless, the goal of GeoMIP is to use the best available models and attempt to
characterize uncertainties introduced by structural uncertainties in those models.

All simulations will be conducted as if the aerosols or aerosol precursors are
emitted in a line from 10°S to 10°N along a single longitude band (0°). This setup
differs somewhat from a single point source injection in that it allows models with a
strong stratospheric transport barrier to achieve a reasonable global distribution of
sulfate aerosol rather than an aerosol optical depth maximum in the tropics. The
size of the injection zone can substantially alter the resulting aerosol size
distribution (English et al., 2012), but we do not wish to add additional
complications to the simulation design at this time, so our design does not strongly
deviate from the design of a point-source injection. Injected aerosols or aerosol
precursors should be evenly spread across model layers between 18 and 20 km.
This is a slightly different setup from that of the original sulfate aerosol experiments
(Kravitz et al., 2011), but self-lofting due to heating and sedimentation processes are
likely to result in the aerosols being distributed through 16-25 km in altitude, which
is the specification of the original experiments. Models will use their own individual
treatments of aerosol optical properties, as this would be too difficult to specify in a
consistent way across all participating models.

2.3. Gé6solar

Experiment G3solar was proposed as an unofficial counterpart to experiment G3
(Kravitz et al., 2011; Table 1); in G3solar, the goals of G3 were achieved using a solar
irradiance reduction rather than stratospheric sulfate aerosol injections.
Comparison of these two simulations would reveal differential effects of sulfate
aerosols and solar irradiance reduction. Preliminary results from a limited set of
models show some differences in the results of the two experiments, particularly
related to the hydrological cycle response (Niemeier et al., 2013).

We propose Gé6solar as a parallel experiment to G6sulfur, to compare the effects of
solar reduction with those of stratospheric aerosols:G6sulfur uses the same setup as
G6sulfur, but geoengineering is performed using solar irradiance reduction (Figure
2). Because of the difficulties in setting up experiment G3, few groups performed
either G3 or G3solar. The proposed G6solar is better specified than G3 and better
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aligned with the core simulations of CMIP, so it should garner substantially greater
participation.

2.4. G7cirrus

A recent proposal in the geoengineering literature is the idea of seeding cirrus
clouds, thinning them and thus allowing more longwave radiation to escape to space
(Mitchell et al., 2009; Storelvmo et al., 2013). Although cirrus cloud microphysics
processes are very complex and in many cases poorly understood, it is possible that
many of the main effects can be represented by making simple changes in climate
models (Muri et al,, 2014). As such, simulating the main effects of cirrus cloud
seeding should be possible in many different general circulation models.

The design of G7cirrus (Figure 3) is comparable to previous GeoMIP experiments.
Against a background of the ScenarioMIP Tier 1 high forcing scenario, cirrus seeding
will begin in 2020 and continue through the year 2100. The goal of this experiment
is to seed cirrus by a constant amount that reduces average global mean
temperature in the decade 2020-2029 to that of the decade 1970-1979 (as
calculated in a historical run). The decade 1970-1979 was chosen to avoid the
climate effects of the 1982 El Chichdn eruption, the 1991 Mount Pinatubo eruption,
and the unusually large El Nifio events in 1982 and 1998. Unlike G6sulfur or
G6solar, G7cirrus does not propose to return net radiative forcing from one
ScenarioMIP Tier 1 scenario to another, as it is yet unclear what levels of forcing
could be achieved through cirrus seeding.

The goal of cirrus seeding in the real world would be to cause cirrus clouds to
consist of fewer but larger ice crystals, thus increasing the fall speed and so reducing
the IR opacity of these clouds. Our first attempt at representing the effects of cirrus
cloud thinning was to multiply cirrus cloud optical depth in the radiation code by a
factor € < 1 without modifying the actual cirrus fields. Our initial explorations
showed that implementing this approach could prove to be difficult in some models,
as many models only distinguish between liquid and ice clouds; for such models, the
factor € is only implemented for ice clouds with temperature below -35°C and
pressures lower than 600 hPa. Other models formulate the effects of cirrus clouds
in the infrared as a modification to atmospheric emissivity, not optical depth.

Figure 4 shows results from GISS ModelE2 (Schmidt et al., 2014) for various values
of . Global mean surface air temperature changes appear to be linear with ¢, but
the required cooling is not nearly substantial enough to achieve the goal of G7cirrus.
We hypothesize that these results are due to cirrus clouds being very efficient
absorbers of longwave radiation, even if they are optically thin. To achieve
substantial cooling, it appears necessary to reduce cirrus cloud coverage, not just
optical depth. Single model simulations of cirrus thinning that incorporate a
treatment of cloud microphysics show more substantial surface cooling. Storelvmo
and Herger (2014) found global cooling of 0.25°C with regional cooling by as much
as 3°C; Muri et al. (2014) found global mean cooling of ~1°C; and Storelvmo et al.
(2014) found global mean cooling of 1.4°C in coupled simulations of high latitude
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cirrus cloud thinning. As such, we conclude that the simplistic method of decreasing
cirrus cloud optical depth does not capture the relevant effects necessary to
represent cirrus cloud thinning.

A more complicated representation of cirrus cloud thinning would be to double the
ice crystal fall speed. Figure 5 shows that simulations using NorESM1-ME, in which
the fall speed was changed, can result in substantial cooling. This representation is
also not ideal, as fall speed is greater for large crystals. Actually introducing ice
nuclei (IN) would result in large ice crystals (although not so large as to fall out
quickly), but increasing the fall speed causes all large crystals to fall out quickly,
resulting in an unrealistically small size distribution of crystals. Doubling the size of
the ice crystals would be a better representation of cirrus cloud seeding, but how
best to double a size distribution is not well-defined. Moreover, a change in size of
the ice crystals would change the scattering properties of the crystals; accounting
for this effect in a way that is consistent across all participating models would be
quite complicated.

We recommend that all simulations of G7cirrus follow a simple approximation that
roughly captures the desired effect. All modeling groups should add a new local
variable that replaces (in all locations where temperature is colder than 235 K) the
ice mass mixing ratio in the calculation of the sedimentation velocity with a value
that is eight times the original ice mass mixing ratio. We acknowledge that this
approach has many shortcomings. Increasing the sedimentation velocity may not
capture part of the cooling effect due to the increase in crystal size. It would also
artificially increase fall speed without having larger ice crystals. However, this
method captures many of the broad effects of cirrus thinning and avoids the very
difficult task of including a doubling of the ice crystal size in both radiative transfer
and fall speed calculations; this more complicated approach is not straightforward
to incorporate in all models.

Figure 6 shows results from NorESM1-ME (Tjiputra et al., 2013) for an octupling of
the ice crystal fall speed against a background of RCP8.5. Relative humidities in the
upper troposphere are reduced by over 30% in the tropical upper troposphere,
which is consistent with the aims of cirrus cloud thinning. These results show that,
despite the shortcomings listed previously, increasing the sedimentation velocity of
the ice crystals captures many of the hypothesized effects of cirrus thinning,
particularly upper troposphere humidity changes.

Storelvmo and Herger (2014) found that the majority of the cirrus thinning effects
on net cloud forcing and surface temperatures are due to cirrus seeding outside of
the tropics; including the tropics in the regions that are seeded caused a modest
additional effect. However, so as not to introduce artificial boundaries in the
regions where cirrus clouds are altered, cirrus clouds will be modified at all
latitudes.
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3. Tier 2 Experiments in GeoMIP6

In addition to the four Tier 1 experiments, we propose another set of experiments
that will aid in diagnosing climate model response.

3.1. Timeslice Simulations

Separately calculating the rapid adjustments and the feedback response (also called
the fast and slow responses, respectively) can reveal fundamental climate behavior.
This has been shown to be particularly useful for geoengineering simulations
(Tilmes et al., 2013; Kravitz et al.,, 2013b; Huneeus et al., 2014). As such, we are
requesting that all participating modeling groups conduct timeslice simulations
(e.g., Cubasch et al., 1995) for each of the Tier 1 experiments to aid in diagnosing
radiative forcing for the scenarios proposed here.

These timeslice experiments involve fixed sea surface temperature (SST)
simulations for a period of 10 years; these are similar to Radiative Flux Perturbation
simulations (Haywood et al., 2009). In these simulations, SSTs, sea ice, and all
boundary conditions (greenhouse gas concentrations, aerosols, and other climate
forcing agents) are to be prescribed at a constant climatology for the entire 10-year
simulation. In most of the timeslice simulations, an external forcing is applied. For
this forcing, the climatology is derived from the appropriate geoengineering
experiment. For all the other boundary conditions, the climatologies are derived
from the appropriate reference scenarios, in which no geoengineering is applied.
Each Tier 1 experiment will have two associated timeslice simulations, one at the
beginning of the coupled simulation and one at the end. The timeslice simulations
are described in more detail in Table 2.

3.2. G4-Specified Stratospheric Aerosol experiment (G4SSA)

There are several issues in simulations of geoengineering with prognostic
stratospheric sulfate aerosols, as differences in the resulting aerosol distribution can
have prominent effects on the climate impacts of geoengineering and thus can
produce large differences in the response between the models. To remove this
difference between the models, Tilmes et al. (2014a) have designed an experiment
for chemistry climate models (CCMs) called G4SSA. This experiment is designed so
that all models would use the same prescribed stratospheric sulfur distribution,
allowing for assessments of the range of climate responses for different
representations of aerosol-chemistry and climate interactions. This experiment is
connected to the other experiments in the Chemistry Climate Model Initiative
(CCMI).

The experiment design takes inspiration from GeoMIP experiment G4. Against a
background of RCP6.0, a layer of stratospheric aerosols will be injected into the
model at a rate of 8 Tg SO per year. Instead of allowing the models to calculate
their aerosol distributions, a distribution of surface area density and other aerosol
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parameters will be provided to all models. The described distribution can also be
scaled so as to apply to other scenarios, such as the ScenarioMIP scenarios (this is
relevant for Experiment Gé6sulfur). We will provide time series of aerosol optical
depth and ozone concentration that are consistent with the aerosol distribution at
the website https://www?2.acd.ucar.edu/gcm/geomip-g4-specified-stratospheric-
aerosol-data-set.

Although G4SSA was developed for CCMs, it would be useful to obtain results from
general circulation models (GCMs) or Earth system models (ESMs) as well, hence
the inclusion in GeoMIP6. These two classes of models have very different
treatments of the atmosphere, including stratospheric chemistry, aerosol
microphysics, and representation of the quasi-biennial oscillation. Comparing
results from these two groups would reveal some of the mechanisms behind climate
model response to stratospheric aerosol geoengineering, as well as provide a
guideline for which processes are important to improve in models.

3.3 Overshoot Scenarios: G6sulfurExt and Gé6solarExt

ScenarioMIP also includes an overshoot scenario (Boucher et al.,, 2012). In this
experiment, beginning from the ScenarioMIP Tier 1 highest forcing scenario,
aggressive emissions reductions beginning in the year 2100 would linearly reduce
net anthropogenic emissions from those of the highest forcing scenario to those of
the lowest forcing scenario. As emissions reductions occur over the 22rd and 23rd
centuries, the overshoot scenario would be an extension of the Tier 1 high forcing
scenario through the year 2300. It is worth noting that the decline in forcing over
the 22nd and 234 centuries will not be linear, and the forcing level would be higher
than in the lowest forcing scenario. Details on the actual forcing will be provided by
the coordinators of ScenarioMIP.

This simulation lends itself well to a temporary and moderate geoengineering
experiment design, echoing Keith and MacMartin (2015). Here we propose
extensions of G6sulfur and G6solar that parallel the ScenarioMIP overshoot
scenario. The general principle of these proposed extensions is that any time net
forcing is greater than that of the ScenarioMIP Tier 1 medium forcing scenario,
geoengineering is used to reduce the net forcing. This would effectively resultin a
situation in which the magnitude of geoengineering is ramped up at the beginning of
the simulation (before 2100, when the overshoot scenario starts) and ramped down
near the end of the simulation once emissions reductions have sufficiently reduced
the forcing from the level in the high forcing scenario, such that geoengineering
would no longer be required to meet the forcing objective.

4. The GeoMIP Testbed
A new feature of GeoMIP is termed the GeoMIP Testbed. This is a set of experiments

that are potentially useful geoengineering studies that have been proposed by
individual groups. The idea is that each group understands the key problems in its
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own sector and is thus uniquely posed to design a simulation that would best
address those problems. That simulation design would then be vetted by individual
models before a decision would be made as to whether the simulation should be
undertaken by the full model suite.

4.1. Gé6sulfur_lowforcing

Experiment Gé6sulfur is designed to reduce radiative forcing in a high emissions
scenario to that of a moderate emissions scenario via simulating stratospheric
sulfate aerosol injection. This experiment would be useful in assessing the
effectiveness of geoengineering as part of a portfolio of responses to climate change.
However, this experiment does not address feasibility or limits of stratospheric
sulfate aerosol injection. As was stated in Section 2.2, increasing amounts of
stratospheric SO> injection would cause particles to coagulate and fall out more
rapidly. Therefore, the relationship between the amount of injection and the
resulting radiative forcing is projected to be sublinear. This problem prompts a
natural question: What is the limit of achievable radiative forcing from
stratospheric sulfate aerosol injection?

A natural first step in addressing this problem would involve a similar setup to that
of G6sulfur. Against a background of the ScenarioMIP Tier 1 high forcing scenario,
sulfate aerosol precursors would be injected into the stratosphere in sufficient
amounts to reduce anthropogenic radiative forcing from the levels in the high
forcing scenario to levels in the low forcing scenario. As the low forcing scenario is a
ScenarioMIP Tier 1 experiment, it would likely be conducted by all GeoMIP
participants, and the extra simulations would be done with relatively little
preparation.

Figure 7 shows the required amount of stratospheric aerosol injection to achieve
given amounts of radiative forcing; these simulations were performed in ECHAM-
HAM (Stier et al., 2005; Niemeier et al.,, 2011), a general circulation model coupled
to an aerosol microphysical model that simulates the physical evolution and particle
growth of sulfate aerosols. The sublinear relationship between injection amount
and radiative forcing is clearly illustrated. The difference between RCP8.5 and
RCP2.6 in the year 2100 is 5.9 Wm2, or the approximate radiative forcing of a
tripling of the preindustrial CO2 concentration; this difference is similar to the
expected difference in forcing between the ScenarioMIP Tier 1 high forcing scenario
and the Tier 1 low forcing scenario, when those scenarios are finalized.
Extrapolating from the results of Figure 7, achieving this radiative forcing would
require an injection of 40-50 Tg S (80-100 Tg SO2) per year. This injection rate is
equivalent to four to five 1991 Mount Pinatubo eruptions per year. Some efforts to
evaluate the climate effects of such a scenario are already underway (Niemeier et al.,
in preparation).
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4.2. GeoFixed10, GeoFixed20, GeoFixed50

A different way of quantifying the effects of stratospheric aerosol geoengineering is
to perform a series of experiments in which the hypothetical rate of injection of
stratospheric sulfate aerosols is constrained. Such a simulation would be well
suited to ascertain the range of model responses to a fixed amount of SO injection,
highlighting model diversity. Against a background of the ScenarioMIP Tier 1 high
forcing scenario, the modeling groups will inject 10, 20, or 50 Tg of sulfur dioxide
per year into the lower stratosphere, in a similar setup to Experiment G4 (Kravitz et
al,, 2011).

4.3. GeoLandAlbedo

Experiment Glocean-albedo has simulated the effects of marine cloud brightening
by increasing ocean albedo by a constant multiplication factor (Kravitz et al., 2013).
However, GeoMIP has not yet explored land-based approaches towards solar
radiation management. Such approaches could readily be implemented on the
regional scale, as human activities already control the albedo of a significant fraction
of the land surface. We therefore propose an alternative experiment in which the
land surface albedo is increased, against a background of the CMIP5 abrupt4xC0O2
experiment.

Under experiment GeoLandAlbedo, the land surface albedo would be increased by a
uniform amount of 0.1 across all urban and agricultural areas. Such an increment
represents a reasonable estimate of the maximum large-scale albedo increase that
could be achieved in practice (Lobell et al., 2006; Lenton and Vaughan, 2009; Davin
etal, 2014). The aim of experiment GeoLandAlbedo would not be to achieve global
energy balance, but rather to determine the extent to which land surface albedo
changes could offset the effects of increasing greenhouse gases on a regional basis.

To some degree, different aspects of this problem have been explored. Irvine et al.
(2011) determined that different types of surface albedo geoengineering were
incapable of offsetting the radiative forcing from a doubling of the CO>
concentration, and the adverse side effects of such attempts could be large.
Focusing only on bio-engineering crops to increase crop canopy albedo (Ridgwell et
al,, 2009) could cause local cooling effects (Doughty et al,, 2011) but would likely
have a small global impact (Singarayer et al., 2009; Singarayer and Davies-Barnard,
2012).

All of the previous studies on terrestrial-based albedo increases were conducted
with single models, so the robustness of the effectiveness of this particular method
of geoengineering, as well as the side effects, have not yet been tested. Assessing the
range of responses to terrestrial-based geoengineering is especially important,
given the wide range of structural and parametric uncertainties associated with
modeling land surface processes.
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5. Conclusions

The climate model experiment designs presented here mark the beginning of a
concerted effort to include broader perspectives within GeoMIP. The extension of
all experiments to at least 80 years is recommended to obtain more robust
estimates of changes in extremes and modes of variability; it will be particularly
interesting to compare what results can be obtained from G1lext that were not
obtainable through analyses of Experiment G1, particularly related to extreme
events (Curry et al,, 2014) and modes of climate variability. The two G6
experiments were designed to open the door toward possible conversations with
designers of climate change scenarios. We have begun to explore potential
synergies with ScenarioMIP, on which our core simulations are based. Experiment
G7cirrus is the first model intercomparison of the new idea of cirrus thinning and is
designed to open avenues of investigation in both geoengineering and cirrus cloud
microphysical representations. G4SSA was designed to explore commonalities and
differences between general circulation models and CCMs, potentially highlighting
important processes in representing aerosol on chemistry, but also on dynamics and
climate.

Geoengineering has the potential to impact climate systems at all scales, so by
incorporating requirements from communities studying these different systems, we
can broaden the usefulness of GeoMIP to a wider variety of scientists, policy makers,
and other stakeholders. The GeoMIP Testbed is a key part of this effort. Under this
new framework, individual communities can propose and test experiments that are
designed to address problems in their sectors, providing invaluable information as
to whether simulations by the full GeoMIP community are warranted.

Nevertheless, there remain some key gaps in GeoMIP that can provide a roadmap
for future experiment design. One notable area is in impacts assessment. GeoMIP is
quite adept at calculating expected climate effects from particular geoengineering
scenarios, but translating those effects into impacts on people has only been
explored in a limited set of studies (e.g., Xia et al., 2014). Interaction with the
impacts assessment communities is one of the highest priorities for future
directions of GeoMIP. This is particularly applicable for effects on developing
countries, many of which will be most affected by climate change, and thus might
also be most affected by geoengineering.

Although we expect that this new suite of climate model experiments will be useful
in addressing many uncertainties in the physical science of geoengineering, there
will remain many key questions. These experiment designs are idealized and are
not representative of how geoengineering may be done in the real world, if society
were to decide to deploy it. These designs also do not include studies of feasibility;
some of the designed experiments may be more easily implemented than others.
Moreover, while physical science studies are necessary for gaining information
about the effects and impacts of geoengineering, they are only one aspect among a
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multitude of concerns, relating to both natural and social sciences, that are crucial
for making informed decisions about geoengineering (e.g., Robock, 2014).
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811 Table 1. All core GeoMIP experiments up to this point, including the additional

812  proposed Tier 1 GeoMIP6 experiments. Only the timeslice Tier 2 experiments are
813 listed in Table 2. For each experiment, the name is given, along with a short

814  description and reference. Newly proposed experiments are printed in boldface. G5
815 isnota core GeoMIP experiment but is included for completeness.

816

Experiment | Description Reference

name

Gl Balance 4xCO, via solar irradiance reduction Kravitz et al. (2011)

Glext Same as G1 but extended an extra 50 years This document

Glocean- Balance 4xCO, via ocean albedo increase Kravitz et al. (2013)

albedo

G2 Balance 1% CO; increase per year via solar Kravitz et al. (2011)
irradiance reduction

G3 Keep TOA radiative flux at 2020 levels against | Kravitz et al. (2011)
RCP4.5 via stratospheric sulfate aerosols

G4 Injection of 5 Tg SO2 into lower stratosphere Kravitz et al. (2011)
per year

G4cdnc Increase CDNC in marine low clouds by 50% Kravitz et al. (2013)
against a background of RCP4.5

G4sea-salt Inject sea salt aerosols into tropical marine Kravitz et al. (2013)

boundary layer to achieve ERF of -2.0 W m™
against a background of RCP4.5

G5 Identical setup as G3 but using sea salt injection | Alterskjeer et al.
into marine low clouds (IMPLICC experiment; | (2013); Niemeier et
named SALT in Niemeier et al., 2013) al. (2013)

Gé6sulfur Reduce forcing from ScenarioMIP Tier 1 This document

high forcing scenario to the medium forcing
scenario with stratospheric sulfate aerosols

G6solar Reduce forcing from ScenarioMIP Tier 1 This document
high forcing scenario to the medium forcing
scenario with solar irradiance reduction

G7cirrus Reduce forcing by constant amount (against | This document
a baseline of the ScenarioMIP Tier 1 high
forcing scenario) via increasing cirrus ice
crystal fall speed
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817 Table 2. Timeslice simulations associated with each of the four Tier 1 experiments.
818  Further description of the timeslice simulations is given in Section 3.1. Each tier 1
819  has two associated timeslice simulations: one for the beginning of the coupled

820 simulation and one at the end of the coupled simulation. Note that the first timeslice
821 simulations for Gé6sulfur and Gé6solar is identical, as no geoengineering has been

822  applied yet. As such, this simulation is simply called G6Slicel.

823
Experiment Name Applied forcing Boundary conditions
GlextSlicel 4xC0O2 piControl
G1lextSlice2 4xC02 abrupt4xCO2 after 100 years
G6Slicel None ScenarioMIP Tier 1 high
forcing scenario in year 2020
G6sulfurSlice2 Go6sulfur in year 2100 | ScenarioMIP Tier 1 high
forcing scenario in year 2100
G6solarSlice2 G6solar in year 2100 ScenarioMIP Tier 1 high
forcing scenario in year 2100
G7cirrusSlicel G7cirrus in year 2020 | ScenarioMIP Tier 1 high
forcing scenario in year 2020
G7cirrusSlice2 G7cirrus in year 2100 | ScenarioMIP Tier 1 high
forcing scenario in year 2100
824
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Radiative Forcing =2
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Figure 1. Schematic of experiment Glext. The experiment is started from a
preindustrial control run. The instantaneous quadrupling of the CO; concentration
from its preindustrial value is balanced by a reduction in solar irradiance for 100
years.
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833  Figure 2. Schematic of experiments G6sulfur and Gé6solar. Against a background of
834  the ScenarioMIP Tier 1 high forcing scenario, geoengineering will be conducted at
835 time-varying amounts to return net anthropogenic radiative forcing to the levels of
836  the ScenarioMIP Tier 1 medium forcing scenario. Geoengineering will be

837  accomplished by stratospheric aerosol injection (G6sulfur) or solar irradiance

838 reduction (G6solar).
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Figure 3. Schematic of experiment G7cirrus. Against a background scenario of the
ScenarioMIP Tier 1 high forcing scenario, a representation of cirrus cloud seeding
will reduce net forcing by a constant amount. This simulation will begin in 2020 and
will be conducted for 80 years.
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Figure 4. Test simulations of reducing cirrus cloud optical depth (t) as described in
Section 2.4. T was scaled by a factor € < 1 (x-axis). The amount of surface air
temperature change due to this scaling (y-axis) was measured over a 4 year
average; 0 indicates the global mean surface air temperature over years 2020-2023
in an RCP8.5 simulation. All simulations were performed using GISS ModelE2
(Schmidt et al., 2014).
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Figure 5. A sensitivity study of the effects of changing cirrus ice crystal
sedimentation velocity in NorESM1-ME. vfx2, vfx4, and vfx8 indicate an increase in
the sedimentation velocity by 2, 4, and 8 times, respectively. y-axis shows the global
mean temperature change as a function of year (x-axis); differences are calculated
with respect to an average over years 2050-2055 under an RCP8.5 scenario.
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862  Figure 6. Zonally averaged annual mean of the difference in relative humidity (%)
863  from NorESM1-ME for an octupling of the cirrus ice crystal fall speed. Differences
864  are calculated as an average over years 2050-2055 against a background of RCP8.5.
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Figure 7. This figure shows the amount of annual stratospheric injection (x-axis)
required to offset a given level of TOA net radiative flux imbalance (y-axis) in
ECHAM5-HAM, an atmospheric general circulation model with a treatment of the
microphysical evolution of sulfate aerosols. Maintaining 2020 values of net TOA
radiative flux imbalance against a background of RCP8.5 requires an injection of
approximately 70 Tg(S)/year in 2100 (based on extrapolation of the above values).
All values were calculated for injection of SOz into one grid box over the equator;
other injection strategies would likely require a different injection rate to achieve
the same radiative forcing.
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Global Monsoons Modeling Inter-comparison Project (GMMIP)
Application for CMIP6-Endorsed MIPs
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Chairs:

Tianjun Zhou, Institute of Atmospheric Physics, Chinese Academy of Sciences, China
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CLIVAR AAMP, CLIVAR-GEWEX MP, CLIVAR/C20C+, in collaboration with LASG/IAP,
China and PNNL, USA

Goal of GMMIP:

Changes in the precipitation and atmospheric circulation in the global monsoons are of
great scientific and societal importance owing to their impacts on more than two-thirds of the
world’s population. Monsoons occur in various regions around the world. Prediction of the
monsoon rainfall change in the coming decades is of deep societal concern and vital for
infrastructural planning, water resource management, and sustainable economic development.

The dominant monsoon systems in the world include the Asian-Australian, African, and
the American monsoons. Each monsoon system generally has its own unique and specific
characteristics in terms of variability. At the same time, the connections in the global divergent
circulation necessitated by mass conservation link the various regional monsoons as they
evolve through the season. On interannual-to-multidecadal time scales, there is evidence that
monsoon precipitation in the Northern Hemisphere (NH) and Southern Hemisphere (SH) varies
coherently, driven by ENSO and other global modes of climate variability at the lower
boundary of the atmosphere.

The combination of changes in monsoon area and rainfall intensity has led to an overall
weakening trend of global land monsoon rainfall accumulation since the 1950s. This
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decreasing tendency is dominated by the African and South Asian monsoons, due to the
significant decreasing tendencies of both rainfall intensity and monsoon coverage. Beginning
in the 1980s, however, the NH global monsoon precipitation has shown an upward trend.
Understanding the mechanisms of precipitation changes in the global monsoons and
identifying the roles of natural and anthropogenic forcing agents have been foci of the
monsoon research community.

While all monsoons are large-scale cross-equatorial overturning circulations, major
differences between characteristics of the different regional monsoons arise because of the
different orography. This is most apparent for the Asia region, due to the TIP/Himalaya.

Climate models are useful tools in climate variability and climate change studies. However,
the performance of the current state-of-the-art climate models is very poor and needs to be
greatly improved over the monsoon domains. The Global Monsoons Model Inter-comparison
Project (hereafter GMMIP) aims to improve our understanding of physical processes in global
monsoon systems and to better simulate the mean state, interannual variability and long-term
change of global monsoons by performing multi-model inter-comparisons. The contributions of
internal variability (IPO-Interdecadal Pacific Oscillation, AMO-Atlantic Multidecadal
Oscillation) and external anthropogenic forcing to the historical evolution of global monsoons
in the 20™ and 21% century will be addressed.

Primary Science Questions:

1) What are the relative contributions of internal processes and external forcing that are
driving the 20™ century historical evolution of global monsoons?

2) To what extent and how does the atmopshere-ocean interaction contribute to the interannual
variability and predictability?

3) What are the effects of Eurasian orography, in particular the Himalaya/Tibetan Plateau, on
the regional/global monsoons?

4) How well can developing high-resolution models and improving model dynamics and
physics help to reliably simulate monsoon precipitation and its variability and change?

By focusing on addressing these four questions we expect to deepen our understanding of
models’ capability in reproducing the monsoon mean state and its natural variability as well as
the forced response to natural and anthropogenic forcing, which ultimately will help to reduce
model uncertainty and improve the credibility of models in projecting future changes in the
monsoon. The coordinated experiments will also help advance our physical understanding and
prediction of monsoon changes.

Due to the uncertainties in the physical parameterizations in current models, the best way
to address these questions is through a multi-model framework. CMIP6 provides a good
opportunity for advancement of monsoon modeling and understanding. GMMIP will contribute
to four of the five grand challenges of the WCRP, viz. Regional Climate Information, Water
Availability, Climate Extremes, and Clouds, Circulation and Climate Sensitivity.

Proposed Experiments:

The main experiments of GMMIP will be divided into Tier 1 and Tier 2, with further
optional ideas in Tier 3. The total experiments of GMMIP are summarized in Table 1. The
Tier-1 experiments will be extended AMIP runs. This is the entry card for GMMIP.

Table 1: Experiment list of GMMIP
2




EXP name | Integration | Short description and purpose of the EXP design Model type
time

Tier-1 | AMIP20C | 1870-2013 | Extended AMIP run that covers 1850-2014. All natural | AGCM
and anthropogenic historical forcings as used in
CMIP6 Historical Simulation will be included. AGCM
resolution as CMIP6 Historical Simulation. The
HadISST data will be used. Minimum number of
integrations is 1, realizations more than 3 are
encouraged.

Tier-2 | HIST-IPO 1870-2013 Pacemaker 20" century historical run that includes all | CGCM with
forcing as used in CMIP6 Historical Simulation, and SST restored to
the observational historical SST is restored in the the model
tropical lobe of the IPO domain (20°S-20°N, climatology
175°E-75°W); to understand the forcing of plus
IPO-related tropical SST to global monsoon changes. observational
Models resolutions as CMIP6 Historical Simulation. historical
The HadISST data will be used. Minimum number of | anomaly in the
integrations is 3, more realizations are encouraged. tropical lobe of

IPO domain

Tier-2 | HIST-AMO | 1870-2013 Pacemaker 20" century historical run that includes all | CGCM with
forcing as used in CMIP6 Historical Simulation, and | SST restored to
the observational historical SST is restored in the | the model
AMO domain (0°-70°N, 70°W-0°); to understand the | climatology
forcing of AMO-related SST to global monsoon | plus
changes. Models resolutions as CMIP6 Historical | observational
Simulation. The HadISST data will be used. Minimum | historical
number of integrations is 3, more realizations are | anomaly in the
encouraged. AMO domain

Tier-3 | DTIP 1979-2013 | The topography of the TIP is modified by setting | AGCM
surface elevations to 500m; to understand the
combined thermal and mechanical forcing of the TIP.

Same model as DECK. Minimum number of
integrations is 1.

Tier-3 | DTIP-DSH | 1979-2013 | Surface sensible heat released at the elevation above | AGCM
500m over the TIP is not allowed to heat the
atmosphere; to compare of impact of removing
thermal effects. Same model as DECK. Minimum
number of integrations is 1.

Tier-3 | DHLD 1979-2013 | The topography of the highlands in Africa, N. America | AGCM
and S. America TP is modified by setting surface
elevations to a certain height (500m). Same model as
DECK. Minimum number of integrations is 1.

The Tier-2 HIST-IPO run is Pacemaker 20™ century historical climate simulation that
includes all forcing, and the sea surface temperature (SST) restored to the model climatology
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plus observational historical anomaly in the tropical lobe of the Interdecadal Pacific Oscillation
(IPO; Power et al. 1999; Folland et al. 2002) domain (20°S-20°N, 175°E-75°W): the weight=1
in the inner box (15°S-15°N, 180°-80°W), linearly reduced to zero in the buffer zone (zonal
and meridional ranges are both 5°) from the inner to outer box.

The Tier-2 HIST-AMO run is Pacemaker 20" century historical climate simulation that
includes all forcing, and the SST restored to the model climatology plus observational
historical anomaly in the Atlantic Multidecadal Oscillation (AMO; Enfield et al. 2001;
Trenberth and Shea 2006) domain (0°-70°N, 70°W-0°): the weight=1 in the inner box
(5°N-65°N, 65°W-5°W), linearly reduced to zero in the buffer zone (zonal and meridional
ranges are both 5°) from the inner to outer box.

In Tier-3 DTIP run, following Boos and Kuang (2011, 2013) and Wu et al. (2007, 2012),
the topography of the Tibetan Plateau(hereafter TIP) (20-60°N, 25-120°E) in the model is
modified by leveling off the TIP to a certain height (e.g. 500m), with the surface properties
unchanged. Other settings of the integration are the same as the standard DECK AMIP run.
This experiment represents perturbations to both thermal and mechanical forcing of the TIP
with respect to the standard DECK AMIP run.

In Tier-3 DTIP-DSH run, the surface sensible heat flux at elevations above 500m over the
TIP is not allowed to heat the atmosphere, i.e., the vertical diffusive heating term in the
atmospheric thermodynamic equation is set to zero (Wu et al. 2012).Other settings of the
integration are the same as the standard DECK AMIP run. The differences between the
standard DECK AMIP run and the DTIP-DSH are considered to represent the removal of TIP
thermal forcing only and thus the circulation pattern of DTIP-DSH reflects the impacts of
mechanical forcing.

Description of the analysis of GMMIP experiments:
There are four tasks in the analysis of GMMIP:
1) Task-1: The global monsoons changes in the 20" century
2) Task-2: The role of Eurasian orography on the regional/global monsoons
(Himalaya/Tibetan Plateau experiment)
3) Task-3: Interannual variability of global monsoon precipitations
4) Task-4: High resolution modeling of global monsoons
The analysis of fours tasks will use the outputs of GMMIP experiments, DAMIP (Detection
and Attribution MIP) experiments, HighResMIP experiments, the CMIP6 Historical Simulation,
and the AMIP experiments of DECK.

Connection with DECK and CMIP6 Historical Simulation
The DECK simulations will serve as an entry card for the CMIP6-Endorsed MIPS. The
DECK experiments are:
¢ AMIP simulations
*  Pre-industrial control simulations
*  1%l/yr increase in CO2 concentration
¢ Switch-on 4XCO2
The CMIP6 Historical Simulation experiment is:
* Historical simulation of fully coupled models (1850-2014)
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The AMIP DECK simulation with the standard CMIP6 resolution will be used in the
analysis of GMMIP. The Tier-1 AGCM experiment of GMMIP will specify the specific
forcings which are consistent with the historical simulation from 1850-2014, viz. the CMIP6
Historical Simulation.

Connection with other MIPs

DAMIP (Detection and Attribution MIP):

The histALL (enlarging ensemble size of historical ALL foring runs in DECK), histNAT
(Historical natural-only run), histGHG (Historical well-mixed GHG-only run), histAER
experiments (Historical anthropogenic-Aerosols-only run) of DAMIP will be used in the
analysis of Task-1 of GMMIP.

Combinations of histALL, histNAT and histGHG will allow us to understand the observed
the 20" century global monsoon precipitation and circulation changes in the context of
contributions from GHG, the other anthropogenic factors and natural forcing. The contributions
of these external forcings will be compared to those from internal variability modes such as
IPO and AMO.

HighResMIP:

The Tier-1 experiments of HighResMIP, which are AMIP runs but with minimum 25-50 km
at mid-latitudes for high resolution and a standard resolution configuration (1950-2014), will
be used in the analysis of Task-4 of GMMIP, which aims to examine the performance of
high-resolution models in reproducing both the mean state and year-to-year variability of
global monsoons.

The Tier-2 experiments of HighResMIP, which are coupled runs consisting of pairs of both
historic runs and control runs using fixed 1950s forcing, will be used in the analysis of Task-3
of GMMIP, which aims to understand the role of air-sea interaction process in the improvement
of monsoon mean state and year-by-year variability.

WCRP Grand Challenges:

GMMIP will address the grand challenges of the WCRP in the following way:
Regional Climate Information (rank 1)

GMMIP will improve our understanding of the 20" climate changes in global monsoon
domains. The contributions of external anthropogenic forcings (GHG, aerosol), natural forcing,
and internal variability modes (IPO, AMO) will be indentified. These would provide useful
information for climate prediction/projections in the highly populated global monsoon
domains.

Water Availability (rank 2)

The water resources in global monsoon domains are greatly affected by the anomalous
activities of monsoons. Understanding the mechanisms of monsoon variability as posed by
GMMIP will lead to improvement of monsoon prediction/projection and provide useful
information for policymakers in water availability-related decision making.

Climate Extremes (rank 2)
Extreme events such as mega-droughts and flooding have been frequently occurred in

global monsoon domains. GMMIP is hopefully to identify the useful ways of improving the
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simulation/prediction of climate extremes in global monsoon domains.
Clouds, Circulation and Climate Sensitivity (rank 2).

A reasonable simulation of monsoon circulation and clouds is a prerequisite for a
successful simulation of monsoon precipitation. By comparing the performances of climate
models with high and normal resolutions, model simulations with/without air-sea interaction
processes, the implementation of GMMIP will link the monsoon circulations to monsoon
precipitation in the context of reducing model bias and improving model performances.

GEWEX and CLIVAR

Monsoon has been a research focus of GEWEX and CLIVAR. The scientific questions
listed in GMMIP were originally identified by the CLIVAR Asian-Australian monsoon panel,
the GEWEX/CLIVAR Monsoons Panel, and CLIVAR/C20C+ project. The questions have also
been highlighted by the reports of CLIVAR Research Opportunities Tiger Team on “Decadal
Variability in the Climate System and its Predictability”, and CLIVAR Research Opportunities
Tiger Team on “Intra-seasonal, Seasonal and Interannual Variability and Predictability of
Monsoon Systems”.

Participation:
Participation in GMMIP is voluntary and open. GMMIP will be coordinated by a small

working group composed of engaged representatives from climate diagnosis, climate change
attribution and climate modeling communities. This working group will engage the broadest
degree of input and involvement from members of the scientific community.

The Scientific Steering Committee (SSC) of GMMIP will be composed of representatives
from CLIVAR & GEWEX monsoon panels, relevant projects and the global monsoon
community. The SSC will provide comments and instructions for the analysis of GMMIP with
focus on the scientific questions listed in the proposal.

The following modeling centers have expressed their interests in participating in GMMIP:

- ACCESS, Australia, (Harun Rashid,harun.rashid@csiro.au)

- BCC, China (Xiaoge Xin, xinxg@cma.gov.cn)

- BNU, China (Duoying Ji, duoyingji@bnu.edu.cn)

-  CAMS-CSM, China (rongur@cams.cma.gov.cn)

- CAS-ESM, China (He Zhang, zhanghe@mail.iap.ac.cn)

- CanESM, Canada (John Scinocca , john.scinocca@ec.gc.ca)

- CESM, USA (J. Fasullo)

- CESS-THU, China (Jianbin Huang, jobh@mail.tsinghua.edu.cn)

- CFS- IITM-ESM, India (R. Krishnan, P. Swapna and J. Sanjay)

- CMCQC, ltaly (Annalisa Cherchi, annalisa.cherchi@ingv.it)

- CNRM, France (herve.douville@meteo.fr, cassou@cerfacs.fr)

- HadGEM3, UK (Andrew Turner)

- IAP-LASG FGOALS, China (Lixia Zhang, lixiazhang@mail.iap.ac.cn)

- IPSL, France (Laurent.li@Imd.jussieu.fr, pascale.braconnot@Isce.ipsl.fr)

- FIO, China (songroy@fio.org.cn; baoying@fio.org.cn)

- GISS, USA (Sonali McDermid, sps2113@columbia.edu, TBC)

- GFDL, USA (Yi Ming, yi.ming@noaa.gov)

- MPI-ESM, Germany (Juergen Bader, juergen.bader@mpimet.mpg.de)
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- MIROC, Japan (Masahiro Watanabe, hiro@aori.u-tokyo.ac.jp)
- MRI, Japan (Hirokazu Endo)
- NUIST-CSM, China (pangchi@nuist.edu.cn)

Proposed timing
Start of the experiments: Beginning of 2016
End of the experiments:  No fixed date.
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Appendix: Description of the scientific objectives of four tasks of GMMIP

TASK-1: The global monsoons changes in the 20th century

The global monsoons have shown multi-decadal changes in the 20th century.
Understanding the mechanisms of global monsoon changes and identifying the contributions of
natural and anthropogenic forcing agents have been foci of the monsoon research community.
TASK-1 aims to reveal the role of forcing from the global oceans on monsoon precipitation
change, and identify the relative contributions of natural and anthropogenic forcing
(greenhouse gases and aerosols) by performing coupled, uncoupled, and partly coupled runs
that cover the period from 1870 to 2013.

TASK-2: The role of Eurasian orography on the regional/global monsoons
(Himalaya/Tibetan Plateau experiment)

Although monsoons are generally large-scale overturning circulations, apparent differences
between characteristics of regional monsoons arise because of the different orography. This is
most apparent for the Asia region, due to the existence of Tibetan — Iranian Plateau (TIP). The
influence of the large-scale orography on the Asian summer monsoon includes both mechanical
and thermal forcing. Various mechanisms have been suggested concerning the topographic
effects; however, an overarching paradigm delineating the dominant factors determining these
effects and the strength of impacts remains debated. The goals of TASK-2 are to provide a
benchmark of current model behavior in simulating the relationship of the monsoon to the
Tibetan-Iranian Plateau (TIP, the highlands in 20-60°N, 25-120°E) so as to stimulate further
research on the thermodynamical and dynamical effects of the TIP on the monsoon system. In
particular the relative contributions of thermal and orographic mechanical forcing by the TIP to
the Asian monsoon will be addressed. The task extends the studies from the TIP to other
highlands including highlands in Africa, N. America and S. America.

TASK-3: Interannual variability of global monsoon precipitations

AGCM simulations with specified SST generally have low skill in simulating the summer
precipitation over global monsoon domains, especially the Asian-western Pacific summer
monsoon domain. This can be partly attributed to the exclusion of air-sea coupled processes. It
is argued that in the real world the air-sea interaction in monsoon domains appears as
“monsoon-driving-ocean”, but in an AMIP simulation, the interaction mechanism is
“ocean-driving-monsoon” by construction (Wang et al. 2005). The TASK-3 aims to
understand the air-sea interaction process in driving the interannual variability of global
monsoons.

TASK-4: High resolution modeling of global monsoons

The monsoon rainbands are usually at a maximum width of 200 km. Climate models with
low or moderate resolutions are generally unable to realistically reproduce the mean state and
variability of monsoon precipitation. This is partly due to the model resolution. The TASK-4
aims to examine the performance of high-resolution models in reproducing both the mean state
and year-to-year variability of global monsoons. High resolution rain-gauge observations and

satellite precipitation products will be used to gauge models’ performances.
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Malcolm Roberts, Met. Office, UK. (malcolm.roberts@metoffice.gov.uk)

Suggested Members of the Scientific Steering Committee

Graeme Stephens, JPL, USA (graeme.stephens@jpl.nasa.gov)

Masahide Kimoto, Tokyo, University (kimoto@aori.u-tokyo.ac.jp)
Christiane Jablonowski, Univ. Michigan, USA (cjablono@umich.edu)
Lai-Yung (Ruby) Leung, PNNL, USA, Leung, (Ruby.Leung@pnnl.gov)

Websites
http://www.wcrp-climate.org/index. php/modelling-wgcm-mip-catalogue/mode lling-wgc m-mips/429-
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Goal of HighResMIP

For the first time, we want to assess the robustness of improvements in the representation of important
climate processes with “weather-resolving” global model resolutions (~25km or finer), within a
simplified framework using the physical climate system with constrained aerosol forcing.

Recent simulations with global high-resolution climate models have demonstrated the added value of
enhanced resolution compared to the output from models in the CMIP3 and CMIP5 archive. They
showed significant improvement in the simulation of aspects of the large scale circulation such as such
as El Nifio Southern Oscillation (ENSO) (Shaffrey etal 2009), Tropical Instability Waves (Roberts et
al 2009), the Gulf Stream and its influence on the atmosphere (Chassignet and Marshall 2008;
Kuwano-Yoshida etal 2010), the global water cycle (Demory etal. 2014), extra-tropical cyclones and
storm tracks (Hodges et al. 2011) and Euro-Atlantic blocking (Jung etal 2012). In addition, the
increased resolution enables more realistic simulation of small scale phenomena with potentially severe
impacts such as tropical cyclones (Zhao et al. 2009), tropical-extratropical interactions (Haarsma et al.
2013) and polar lows. Other phenomena that are sensitive to increasing resolution are ocean mixing,
sea-ice dynamics and monsoons. The improved simulation of climate also results in better
representation of extreme events such as heat waves, droughts and floods.

The requirement for a multitude of multi-centennial simulations, including poorly constrained Earth
System processes and feedbacks, has meant that model resolution within CMIP has progressed very
slowly. In CMIP3 the typical resolution was 250km in the atmosphere and 1.5° in the ocean, while
more than seven years later in CMIP5 this had only increased to 150km and 1° respectively. Until now
high-resolution simulations have been performed atonly a few research centers without overall
coordination. Due to the large computer resources needed for these simulations, synergy will be gained
if these runs are done in a coordinated way, which enables the construction of a multi-model ensemble
(since ensemble size for each model will be limited) with common integration periods, forcing and
boundary conditions. The CMIP3 and CMIP5 data bases provide outstanding examples of the success
of this approach. The multi-model mean has proven often to be superior to individual models in
seasonal and decadal forecasting. Moreover, significant scientific understanding has been gained from
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analyzing the inter-model spread and attempting to attribute to model formulation.

HighResMIP will coordinate the efforts in the high-resolution modeling community. Joint analysis,
based on process-based assessment and seeking to attribute model performance to emerging physical
climate processes (without the complications of Earth System feedbacks) and sensitivity of model
physics to model resolution, will further highlight the impact of enhanced resolution on the simulated
climate. Asaresult of the widespread impact of resolution on the simulation of the climate,
HighResMIP will contribute to all of the five grand challenges of the WCRP, and hence such analysis
may begin to reveal at what resolution particular processes can be robustly represented.

The European institutes in Table | are participating in the European H2020 project PRIMAVERA that
coordinates the simulation and analyses of high-resolution runs. If HighResMIP is endorsed they will
follow that protocol. Presently the following modelling centres have expressed their interest in

participating in HighResMIP
- EC-Earth consortium, (KNMI, IC3, SMHI)

- Met. Office, UK

- NCAR, USA

- CMCQC, ltaly

- GFDL, USA

- CNRM, France
- MRI, Japan

- MPI, Germany
- CPTEC, Brazil
- IAP, China

- CAMS, China
- INM, Russia

- JAMSTEC, Japan

- NICAM, Japan
- BCC, China

- CESS, China

- PNNL, USA

In addition institutes that are not able to undertake the HighResMIP simulations currently due to
limited computer resources, such as the ARC Centre of Excellence for Climate System Science
(Australia) have expressed their strong interest in analyzing the HighResMIP simulations.

Institution MO/NCAS/ |KNMI/SMHI/ CERFACS [MPI CMCC ECMWF |AWI
NOCS IC3/CNR

Model names |UM | |ECEarth / |Arpege /|ECHAM [CCESM |IFS ! |ECHAM/
NEMO NEMO NEMO { MPIOM |/ NEMO [NEMO FESOM

Atmospheric [60-25 T239-T799 T359 T255 25km T239- T255

resolution T799

Oceanic Y4-1/12° Y,°-1/12° Y4-1/12° Y4-1/10° |Ya Ya Ya - 112

resolution spatially

variable

Table I: European institutes, together with the models and the resolutions that are committed to

HighResMIP (note that the eddy resolving 1/10-1/12° ocean may be used for a small subset of

simulations).




Proposed Experiments

The main experiments will be divided between Tier 1 and Tier 2, with further optional ideas in Tier 3.

The Tier 1 experiments will be AMIP runs. A few institutes have already performed high resolution
AMIP runs and published their results. These runs will not impose such prohibitively large technical
difficulties and it is feasible for a considerable number of institutes to deliver a coordinated and
coherent set of experiments.

For the coupled experiments the situation is somewhat different. Although a few institutes already have
carried out high resolution coupled simulations, there still remain issues with for instance biases and
spin-up. Due to these issues and the large amount of computer resources needed, only a limited number
of institutes will be able to afford these coupled simulations, and hence they will be done in Tier 2.

Standard CMIPG6 resolution experiments

To evaluate the impact of increased resolution the experiments in Tier 1 and Tier 2 will be repeated
with the standard CMIP6 resolution. The experimental set-up and design of the standard resolution
experiments will be exactly the same as for the high-resolution runs. This enables the use of
HighResMIP simulations for sensitivity studies investigating the impact of resolution.

e Tierl
AMIP runs

Resolution: minimum 25-50 km at mid-latitudes for high resolution + a standard resolution
configuration.

This resolution is significantly higher than used in CMIP5. Century integrations for this resolution are
now feasible.

Periods of integration: Mid term 1950-2050

The mid term period is relevant for decision makers, whereas prominent changes in climate and
variability will only become more visible atthe end of the 21% century. The start year of the
integrations is 1950 to cover significant historical changes, and to allow a longer period of assessment
than is found in standard AMIP-type simulations (typically 1979-2008).

Forcing: CMIP6 scenario's

CMIP6 scenarios that span the range from middle to high end scenarios. For the historical period all
forcings natural and anthropogenic will be included.

For optimal comparison between the models aerosol concentrations should be used and not emissions —
we plan coordination with HistMIP/RFMIP in order to secure historical aerosol concentrations (or else
enough information to allow us to calculate concentrations from aerosol optical properties and number
concentrations).



The full details of the forcing datasets and strategy proposed can be found from the WCRP website
(http://www.wcrp-climate.org/index. php/modelling-wgcm-mip-catalogue/429-wgcm-hiresmip). In
summary, SST and sea-ice from 1950-present will likely be much the same as for standard AMIP1I
integrations (based on HadISST since this is the only dataset that is long enough), while the future
period will use methodologies such as Mizuta etal (2008) but adapted to make a continuous timeseries.

Minimum number of integrations: 1

Any manageable number is too low for arigorous estimate of the internal variability. However,
because the aim of the high-res protocol is to perform simulations at the highest possible resolution, the
ensemble size has to be kept low. By using a strictly common protocol that is followed by many
institutes, the effective multi-model ensemble will be much larger, enabling a much wider sampling
than previously of the multi-model robustness of resolution impacts. In addition, if models can be
proven to be portable, the ensemble size could be increased if other computer resources are available
(discussions are already underway with the European PRACE supercomputing infrastructure). Some
centers may be able to produce much larger ensembles, enabling a more robust estimate of internal
variability.

e Tier2

Coupled runs

The coupled runs will consist of pairs of both scenario (historic for the past) runs and, for comparison,
control runs using fixed 1950s forcings. This will allow an evaluation of the model drift in addition to
the climate change signal. 1t may be possible to use the ocean initial condition from pre-existing or
already planned spin-up from historic or similar integrations.

Resolution: Atmosphere same as AMIP-runs. Ocean~0.25 degree.

This enables the ocean to have some variability (compared to non-eddy permitting models), particularly
in the tropics, and has been shown to change the strength of atmosphere-ocean interactions (Kirtman et
al, 2012).

Period of integration:
e Scenario runs: Same as for AMIP runs
e Control runs: Minimal length as AMIP runs.

Forcing: Same as for AMIP runs

Minimum number of integrations: 1 for each of control and historic forcings

Ideally the ensemble number would be of order 3 simulations for each forcing, to help in evaluating
model drift and enabling an improved sampling of internal variability, but this will quickly become
Very onerous on computing.

Coupling: Minimal daily coupling between ocean and atmosphere. Preferably more frequent, 3hr or
lhr.

Ocean-atmosphere interaction occurs on all time scales. With 3hr or 1hr the diurnal time scale can be
resolved.


http://www.wcrp-climate.org/index.php/modelling-wgcm-mip-catalogue/429-wgcm-hiresmip

Initial state: Due to limited computer resources an equilibrated initial ocean state is not feasible.
Possible solutions to circumvent this are bias correction or the interpolation of an initial state of the low
resolution DECK runs. For the latter a prerequisite is that the dynamics of the low- and high resolution
ocean model are sufficient similar.

e Tier3

Optional additional simulations to be discussed by interested parties
These could include
1. Extension of the AMIP simulations to 2100 with agreed forcings, to give a stronger signal to
noise ratio
2. Additional ensemble members for both AMIP and coupled simulations. Even if these are
primarily at the standard resolution, it would enable a better understanding of internal
variability, and hence be able to say if the high resolution differs significantly from that
distribution.
3. Aqua planet simulations. These idealized simulations facilitate a more straight forward
interpretation of the impact of resolution on model physics and dynamical behavior.
4. Switch-on 4xCO2 in coupled models. This will enable assessment of possible changes in
climate extremes and in climate sensitivity due to improved resolution which cannot be well
simulated by the DECK-counterpart.

Connection with DECK
The DECK simulations will serve as an entry card for the CMIP6-Endorsed MIPS. The DECK

experiments are

AMIP simulations

Pre-industrial control simulations
1%/yr increase in CO2 concentration
Switch-on 4XCO?2

The AMIP DECK simulation with the standard CMIP6 resolution will serve as the entry card for the
Tier 1 HighResMIP simulations. For Tier 2 the other three coupled simulations of DECK with the
standard CMIP6 simulations will serve as an entry card. This applies also to the CMIP6 Historical
simulation which consists of a historical simulation from 1850-2014 using specific forcings consistent
with CMIP6.

For the high-resolution simulations the DECK is too expensive in computer resources, but the
comparison between the standard resolution simulations within HighResMIP and the DECK
simulations will be informative in themselves.

Connection with other M IPS

GMMIP for global monsoons.

There is known sensitivity to monsoon flow and rainfall with model resolution in the West African
monsoon, Indian monsoon (particularly via monsoon depressions) and possibly East Asian monsoon.
As stated in GMMIP the monsoon rainbands are usually at a maximum width of 200 km. Climate
models with low or moderate resolutions are generally unable to realistically reproduce the mean state



and variability of monsoon precipitation for the right reasons. This is partly due to the model resolution.
The Tier 1 AMIP runs of HighResMIP will be used in Task-4 of GMMIP to examine the performance
of high-resolution models in reproducing both the mean state and year-to-year variability of global
monsoons.

SensMIP for parameter sensitivity

It is unclear how much the experimental design in SensMIP and HighResMIP overlap or complement
each other. The multi-model high resolution ensemble could give one axis of uncertainty/variability
from models, while a corresponding parameter sensitivity study would explore a different axis, but the
limited number of parameters proposed to change in SensMIP may limit its use here.

CORDEX and GGDEX for downscaling
Collaboration with these will be sought. HighResMIP can provide boundary conditions for
downscaling and provide the stimulus to cloud resolving simulations.

OMIP for ocean analysis and initial state

It will be investigated if OMIP can provide the equilibrated ocean initial conditions for the coupled
runs and exchange diagnostic/analysis techniques to understand ocean circulation changes at different
resolutions.

Grand Challenges
HighResMIP will address the grand challenges of the WCRP in the following way

Clouds, Circulation and Climate Sensitivity (Rank 1)

HighResMIP will address this Grand Challenge in many different ways. The sensitivity of increasing
resolution on water vapour loading, cloud formation, circulation characteristics and climate sensitivity
will be investigated.

To improve the robustness of our understanding, the multi-model ensemble at different resolutions,
together with the longer period AMIP integrations, will allow us to:

(1) link tropospheric circulation to changing patterns of SSTs, land-surface properties,
and understanding the role of cloud processes in natural variability

(i) examine the extent and limits of our understanding of patterns of precipitation

(i) examine changes in model biases (such as humidity) with resolution, since there are

some indications that these may be linked to climate sensitivity

Increasing resolution affects in particular small scale process such as the formation of clouds. Although
the formation of clouds has still to be parameterized in the resolution of HighResMIP the dynamical
constraints for the formation of clouds, such as the location and magnitude of upwards and downwards
motion, as well as moisture availability, are sensitive to resolution. This also applies to the response of
the circulation to cloud formation.

Cryosphere in a Changing Climate (Rank 5)

Because in the Tier 1 experiments the sea-ice distribution is prescribed the contribution to this grand
challenge is limited. Its main impact will be on the distribution of snow fall and subsequent
accumulation and melting of snowpack that affect land surface hydrology. For instance the occurrence
of intense polar systems, such as deep polar-lows that are accompanied by abundant snowfall will be
better represented with increasing resolution.



In the Tier 2 coupled simulations the historic simulation will affectthe growth of sea-ice and the air-sea
heat flux, processes that are strongly affected by small scale processes. Here we can study the effect of
model resolution on Arctic sea-ice variability, and possible influences on mid-latitude circulation.

Understanding and Predicting Weather and Climate Extremes (Rank 3)

HighResMIP is strongly related to this grand challenge. Increasing resolution of climate models will
bring us closer to the ultimate goal of seamless prediction of weather and climate. Extremes mostly
occur and are driven by processes on small temporal and spatial scales that are not well resolved by
standard CMIP6 climate models. Dynamical down scaling only partially resolves this due to the non-
linear interaction between large and small spatial scales and the importance of representing global
teleconnection patterns. We aim to improve our understanding of the interaction between global modes
of variability (e.g. ENSO, NAO, PDO) and regional climate inter-decadal variability and extremes.

Regional Climate Information (Rank 4)

Regional climate information focuses on smaller scales and extreme events, which are relevant for
stakeholders and adaptation strategies. This requires high resolution modeling to provide reliable
information. Recent high resolution modeling studies (Di Luca et al. 2012; Bacmeister et al. 2013) and
comparisons of CMIP3 and CMIP5 results (Watterson et al. 2014) have demonstrated the added value
of increased resolution for regional climate information. Model outputs from HighResMIP could also
be used by the regional climate modeling community for comparison of dynamical downscaling and
global high resolution approaches and for further downscaling by cloud resolving regional models.

Sea-Level Rise and Regional Impacts (Rank 6)

For Tier 1 simulations there is no contribution to this grand challenge. For Tier 2 the contribution is
limited although there is the potential for large contribution. If for instance the deep water formation
and MOC response appears to be highly sensitive to resolution than there is a considerable impact on
regional sea level rise. In addition resolving the topographic effect at high-resolution should have
profound impacts on regional details about the sea level rise that are relevant for policy making and
planning.

Changes in Water Availability (Rank 2)

HighResMIP is very relevant to this grand challenge. Resolution affects the hydrological cycle by
modifying the land/sea partitioning of precipitation. Increasing resolution in general increases the
moisture convergence over land (Demory etal. 2014) although regionally this can be reversed such for
instance in Europe during the winter due to changes in the position of the storm track (Van Harenet al.
2014). In addition simulation of extreme precipitation events are highly sensitive to increasing
resolution. How robust are these results across the multi-model ensemble? Can higher resolution
models help to give insight into inconsistencies between global precipitation and energy balance
datasets?

Biospheric forcings and feedbacks (Rank 7)

There is no direct link to this collaboration theme as the biosphere is not explicitly modelled. Because
the response of the biosphere depends critically on the accurate simulation of the physical environment
there is potential for spin-off studies, for instance by interpreting diagnostic information about
vegetation production. Recycling of water is an important aspect of biospheric forcings and feedbacks,
and the way that vegetation responds to drying depends on their role in recycling water - given the



small scales of the involved processes this is strongly affected by model resolution.

GEWEX

HighResMIP fits in the GEWEX research focus of “Develop accurate global model formulation of the
energy and water budget and demonstrate predictability of their variability and response to climate
forcing”. Accurate modeling of the energy and water budget is sensitive to the adequate simulation of
the energy conversions and phase transitions as well as the transport that occur on small spatial scales.

Overview ofthe proposed evaluation and analysis

The analysis will focus on the impact of increasing resolution on the simulation of the climate. The
robustness of the impact of increasing resolution on the simulation of these phenomena among the
different HighResMIP models will be investigated and their response to global warming assessed.
One of the primary strengths of the simple experimental design for HighResMIP is that it enables a
wide range of process-based analysis —simulation campaigns which included 1-2 models such as
UPSCALE (Mizielinski etal. 2014) and Athena (Kinter etal. 2014) already have an extremely active
number of analysis projects associated with them and insightful papers.

The increased resolution will enable a better simulation of regional climates. The analysis will
therefore also have a focus on regional climate such as for instance Latin America.

The results of the analysis of HighResMIP will be compared with the CMIP6 DECK experiments.
Their experimental design, data format and documentation will follow the DECK experiments as far as
possible.

The storage and distribution of the high resolution model data is a challenging issue that requires
further discussion within HighResMIP. In PRIMAVERA the JASMIN platform will be used for data
exchange and as a common analysis platform. Because the resolution of HighResMIP approaches the
scales necessary for realistic simulation of weather, daily and sub-daily data will be stored to allow the
investigation of weather phenomena including those related to monsoons and tropical climate.

Proposed timing

Start of the experiments: Beginning of 2016
End of the experiments: No fixed date.
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Ice Sheet Model Intercomparison Project for CMIP6 (ISMIP6)

Application for CMIP6-Endorsed MIPs
Revision Date: 31 March 2015

This MIP has two independent parts. The first uses only AOGCM diagnostic output to force standalone
models of the Greenland and Antarctic ice sheets, while the second involves coupled AOGCM-ice sheet
model and is focused on Greenland. Endorsement of the former does not imply a contribution to the
latter.

Proposals from MIPs should include the following information:

*  Preliminary information used to determine whether a MIP should be endorsed for CMIP6 or not.
** |nformation that must be provided later (and before the panel can determine which experiments, if any,
will be incorporated in the official CMIP6 suite).

» Name of MIP*
ISMIP6: Ice Sheet Model Intercomparison Project for CMIP6

» Co-chairs of MIP (including email-addresses)*
Eric Larour, NASA Jet Propulsion Laboratory, USA, eric.larour@jpl.nasa.gov
Sophie Nowicki, NASA Goddard Space Flight Center, USA, sophie.nowicki@nasa.gov

Tony Payne, University of Bristol, UK, a.j.payne@bristol.ac.uk

» Members of the Scientific Steering Committee*

Helene Seroussi, NASA Jet Propulsion Laboratory, USA,

Heiko Goelzer, Vrije Universiteit Brussel, BE,

Andrew Shepherd, University of Leeds, UK,

William Lipscomb, Los Alamos National Laboratory, USA,

Jonathan Gregory, University of Reading and Met Office Hadley Center, UK,
Ayako Abe-Ouchi, The University of Tokyo, JP

» Link to website (if available)*
http://www.climate-cryosphere.org/activities/targeted/ismip6/about

» Goal of the MIP and a brief overview*

The primary goal of ISMIP6 is to improve projections of sea level rise via improved projections of the evolution of
the Greenland and Antarctic ice sheets under a changing climate, along with a quantification of associated
uncertainties (associated with both uncertainty in climate forcing and in the response of the ice sheets). As depicted
in Figure 1, this goal requires an evaluation of AOGCM climate over and surrounding the ice sheets; analysis of
simulated ice-sheet response from standalone models forced “offline” with CMIP AOGCM outputs and, where
possible, with coupled ice sheet-AOGCM models; and experiments with standalone ice sheet models targeted at
exploring the uncertainty associated with ice sheets physics, dynamics and numerical implementation. A secondary
goal is to investigate the role of feedbacks between ice sheets and climate in order to gain insight into the impact of
increased mass loss from the ice sheets on regional and global sea level, and of the implied ocean freshening on the
coupled ocean-atmosphere circulation.
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Figure 1: Overview of the ISMIP6 effort.

ISMIP6 is directly related to the WCRP Grand Challenges on ‘Changes in the Cryosphere’ and ‘Regional Sea-level
Rise’. A white paper on the former identifies the need for “a focused effort on developing ice sheet models, with
specific emphasis on the role of ice sheet dynamics on the rate of the sea-level rise”, which ISMIP6 is ideally placed
to deliver by linking the improved process-based understanding achieved within the WCRP Climate and Cryosphere
(CliC) project, and elsewhere, to projections of future ice-sheet mass budget. While a white paper on the latter
identifies several open issues that strongly relate to our proposed activity, including the need to understand the
ocean’s response to high latitude freshwater forcing and the impact of ice sheet dynamics. ISMIP6 is primarily
focused on the CMIP6 scientific question “How does the Earth System respond to forcing?” and offers the exciting
opportunity of widening the current CMIP definition of Earth System to include (for the first time) the ice sheets.
The emphasis on standalone, ensemble modelling will also shed light on the question “How can we assess future
climate changes given climate variability, predictability and uncertainties in scenario” for the mass budget of the ice
sheets and its impact of global sea level.

ISMIP6 is a targeted activity of the CliC project. At the time of writing (31* March 2015), ISMIP6 has received an
expression of interest from nine modeling groups (CESM, CNRM, EC-Earth, GFDL, INM, IPSL, MIROC-ESM, MPI-ESM,
and UKESM) and two others possibly (CanESM and GISS).

» References (if available)*
ISMIP6 is based on a long history of Ice Sheet Model Intercomparison Projects (ISMIP http://homepages.vub.ac.be
/~phuybrec/ismip.html) and the more recent ice2sea (www.ice2sea.eu), Sea level Response to Ice Sheet Evolution
(SeaRISE http://websrv.cs.umt.edu/isis/index.php/SeaRISE Assessment), and COMBINE (https://www.combine-
project.eu/) efforts. ISMIP6 brings together for the first time a consortium of international ice sheet models and
coupled ice sheet-climate models to fully explore the sea level rise contribution from the Greenland and Antarctic
ice sheets. Papers generated by these recent activities, that involved the ice-sheet modeling community, include:
- Bindschadler, R. et al. (2013) Ice-Sheet Model Sensitivity to Environmental Forcing and Their Use in
Projecting Future Sea levels (The SeaRISE Project). Journal of Glaciology, 59 (214), 195-224.
- Edwards, T.L,, et al. (2014) Effect of uncertainty in surface mass balance elevation feedback on projections of
the future sea level contribution of the Greenland ice sheet. The Cryosphere 8(1), 195-208.
- Favier, L., et al. (2014) Retreat of Pine Island Glacier controlled by marine ice-sheet instability. Nature Clim.
Change 4(2), 117-121.




- Nowicki et al. (2013) Insights into spatial sensitivities of ice mass response to environmental change from
the SeaRISE ice sheet modeling project I: Antarctica. Journal of Geophysical Research- Earth Surface, 118 (2),
1002-1024.

- Nowicki et al. (2013) Insights into spatial sensitivities of ice mass response to environmental change from
the SeaRISE ice sheet modeling project Il: Greenland. Journal of Geophysical Research- Earth Surface,
118(2), 1025-1044.

- Pattyn, F., et al. (2013) Grounding-line migration in plan-view marine ice-sheet models: results of the
ice2sea MISMIP3d intercomparison. Journal of Glaciology 59(215), 410-422.

- Rae, J, et al. (2012) Greenland ice sheet surface mass balance: evaluating simulations and making
projections with regional climate models. The Cryosphere 9(6), 1275-1294.

- Shannon, S.R.,, et al. (2013) Enhanced basal lubrication and the contribution of the Greenland ice sheet to
future sea level rise. Proceedings of the National Academy of Sciences 110(35), 14156-14161.

- Shepherd, A, et al. (2012) A Reconciled Estimate of Ice-Sheet Mass Balance. Science 338(6111), 1183-1189.

» An overview of the proposed experiments*

The overall framework for ISMIP6 is designed to deliver projections of the ice sheet contribution to sea level rise.
Together with the CliC targeted activity GlacierMIP and projections of thermal expansion (that already sit within the
CMIP framework), this will allow sea level to become part of the family of variables for which CMIP can provide
routine IPCC-style projections. The proposed experiments will both use and augment the CMIP6-DECK, Historical,
ScenarioMIP and PMIP experiments, as summarized in Table 1. ISMIP6 will use the standard CMIP AGCM and
AOCGM experiments for analysis of the climate over and surrounding the ice sheets, and as forcing for the
standalone ice sheet models (ISM) projections. Additional sensitivity experiments will be performed with the ISMs to
investigate the uncertainty associated with these projections arising from ice sheet models. The key output will be
an ensemble of past and future estimates of ice sheet contribution to sea level. To address the feedbacks introduced
by interactive ice sheets, we propose that a small number of selected DECK experiments are repeated with coupled
AOGCM-ISM, where the ice sheet is an interactive component of the AOGCM. Our assessment of the state of
existing AOGCMs is that coupled models including an interactive Greenland ice sheet can realistically be expected
for CMIP6, however including the Antarctic ice sheet remains challenging (because of the greater complexity of its
response to climate forcing, and the issues associated with simulations of the Southern Ocean). It is for these
reasons that ISMIP6 heavily relies on standalone ice sheet models driven offline by CMIP6 climate models for
projections of sea level.

Existing CMIP exp. used by ISMIP6 (AGCM-AOGCM | Standalone ISMIP6 ice sheet model exp. (ISM only)
only, no dynamic ice sheet required)

- AMIP simulation (amip) - ISM control (piControlforcedism) **
- CMIP6 Historical Simulation (historical) - ISM for last few decades forced by amip
- Pre-Industrial Control (piControl) (amipforcedism)
- 1% yr CO2 to quadrupling CO2 (1pctCo2) - ISM for the historical period forced by
- ScenarioMIP SSP5-8.5 up to year 2300 (ssp5- historical (historicalforcedism)

8.5) - ISM forced by 1pctCo2 (1pctCo2forcedism) for

- PMIP Last Interglacial (/astinterglacial) quantification of feedback™*

st
New ISMIP6 CMIP6 exp. (Coupled AOGCM-ISM) - ISM for 21™ century and up to 2300 sea level

forced by ScenarioMIP ssp5-8.5 (ssp5-
8.5forcedism) *

- ISM for Last Interglacial forced by PMIP
lastinterglacial (lastinterglacialforcedism)

- Other ISMIP6 specific experiments** to
explore uncertainty due to ISM.

- Pre-Industrial Control (piControlwithism) **

- 1% yr CO2 to quadrupling CO2
(I1pctCo2withism) **

- ScenarioMIP SSP5-8.5 up to year 2300 (ssp5-
8.5withism)

Table 1: Overview of experimental framework for ISMIP6 (further details on experimental design and motivation are
explained in later sections). Name of experiments are indicated in italic. *These types of standalone ensemble ISM



experiments were implemented in the European ice2sea and SeaRISE efforts for IPCC-AR5, but using forcing derived
from AR4 (See www.ice2sea.eu and http://websrv.cs.umt.edu/isis/index.php/SeaRISE Assessment) **These types
of experiments, where the ice sheet is an interactive component of the AOGCM, have been recently run as part as
the European COMBINE effort (https://www.combine-project.eu/) by three modeling groups: IPSL, MIP-I, and DMI.

» An overview of the proposed evaluation/analysis of the CMIP DECK and CMIP6 experiments*

The primary goal of ISMIP6 is an analysis of the historical and future estimates of ice sheet contribution to sea level,
and associated uncertainty, via evaluation of the ensemble simulations. For evaluating the feedbacks introduced by
coupling dynamic ice sheets to AOGCM, we will compare the results of simulations of AOGCM with and without
dynamic ice sheet models, and of ice sheet forced by offline with AOGCM and fully coupled to AOGCM.

This goal therefore also requires that three components of the Earth system are evaluated and analyzed by
comparing to in situ, airborne and satellite observations:

1) The ice sheet dynamics. Flux gates will be defined along grounding lines at the coast, where estimated
transports derived from observed surface velocities may be employed. The coupled system allows for an
assessment of the total ice sheet contribution to sea level rise, which may be evaluated against GRACE data
(available for 2003-present). Model performance may also be assessed with observed changes in surface
elevation from ERS-1 and ERS-2 (1992-present) and ICESat (2003-2009), along with ice velocities, ground line
and ice front locations.

2) The atmosphere and surface conditions over the ice sheets (surface radiative and turbulent fluxes, albedo,
temperature, surface mass balance). This component may be divided into two parts: climate forcing that
would be generated by an AOGCM and processes at the ice sheet surface (that may or may not be
adequately simulated by an AOGCM but will be used in standalone ice-sheet models, such as SMB and
albedo evolution). The evaluation of atmospheric state variables including temperature can make use of
observations from established automatic weather station networks and surface radiation budget
observatories at South Pole and Summit. Surface temperature and albedo may also be evaluated with
remote sensing values from AVHRR (1982-present) and MODIS (2000-present). Simulated accumulation may
be evaluated at in situ locations along the K-transect for Greenland, and with shallow ice cores distributed
across 